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Introduction / Reminder
• Working on protoDUNE conditions database
• Focus on data from Slow Controls (aka ‘DCS’)

• E.g., LAr temp. & purity, high-voltage, ground impedance
• Indexed by time stamp & stored in SC archive (‘DCS-DB’)

• Challenge: raw data written w/ very high granularity
• Higher granularity than needed for offline processing
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Current State of Slow Controls Data
• SCADA system writes raw data to DCS-DB (Oracle)
• Detector experts access that data via a website

• https://np04-slow-control.web.cern.ch/
• DCS-DB is accessed via read-only rest API

• https://gitlab.cern.ch/ep-dt-di/dcsdb-rest
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https://np04-slow-control.web.cern.ch/
https://gitlab.cern.ch/ep-dt-di/dcsdb-rest
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Looking at the Database - 1
• Two tables / views are important

• ELEMENTS: List of 29766 unique sensors 
• VEVENTSCREEN: Timestamped return values of all sensors

ELEMENTS VEVENTSCREEN

Screenshots taken from
SQL Developer
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Looking at the Database - 2
• How much data is in VEVENTSCREEN?

• Simply counting number of all entries not feasible

• Count entries for random individual sensors
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• Some more random picks also showed O(n)~10^6
• Combined with ~30000 sensors -> O(n_tot)~10^10
• With 39 columns -> tons of data!



DCS-DB API (read-only & restful)
• Written by Roland Sipos

• python using Flask & cx_Oracle
• Config files define groups of sensors that are read-out

• 63 groups, 2170 individual sensors
• Set up personal CERN VM (vm-01.cern.ch)

• Installed dependencies, got API to run
• Can now access DCS-DB data through the API (from CERN)
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• Not all resources work, yet
• Some more debugging might be needed



Summary & Outlook

Summary
• Begin to understand structure & volume of raw SC data
• Set up CERN VM and got DCS-DB API to run

• Can now access raw SC data through the API

Next Steps
• Continue debugging the API (with Roland’s help)
• Talk to DRA group to better understand offline needs
• Long term: Copy necessary SC data into conditions DB
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Thank you for your attention!

Questions?



Backup



DCS-DB has been copied before?
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https://indico.fnal.gov/event/17494/?view=standard_inline_minutes

From the DUNE Core Computing Meeting (Jun 29, 2018):

https://indico.fnal.gov/event/17494/?view=standard_inline_minutes


DCS Web App – Alternative View
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Time evolution of individual sensor



Debugging the API
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• Some resources try to modify sensors of ‘heinzinger’ category
• Not defined in ‘sensors.py’ -> KeyError

• API assumes, that all sensors with ‘Heinz’ in their name are in group ‘heinzinger’
• Group ‘heinzinger’ does not exist

• Neither in API config files, nor in actual DB

It seems config files, python scripts, and DB are not synchronized (from different commits)



Some More DB Investigations
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Verifying that sensors in ‘ELEMENTS’ are unique

$ sqlplus np04dbro@//pdbr-s.cern.ch:10121/pdbr.cern.ch

• Accessing the DB from lxplus via ‘sqlplus’ command (pw needed):

SQL> SELECT
2 table_name
3 FROM
4 all_tables;

TABLE_NAME
------------------------------------------------------------
--------------------
KU$_DATAPUMP_MASTER_12_2
KU$_DATAPUMP_MASTER_12_0
KU$_DATAPUMP_MASTER_11_2
KU$_DATAPUMP_MASTER_11_1_0_7
KU$_DATAPUMP_MASTER_11_1
KU$_DATAPUMP_MASTER_10_1
SPD_SCRATCH_TAB
XDB$IMPORT_QN_INFO
XDB$IMPORT_NM_INFO
XDB$IMPORT_PT_INFO
HELP
…

77 rows selected.


