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» CCM is responsible for controlling, configuring and monitoring the DAQ

« DAQ is a complex system:

DAPHNE...)

* Ever increasing comp
requirement, and dive

 We already need to be able to run with I
ProtoDUNEZ2, whilst developing new cor

 Many different types of hardware need to be handled in a coherent manner (FELIX, Timing,

exity of applications, configuration, performance optimisation

'se users platforms

igh up time for cold boxes and soon

trol, deployment and configuration systems.
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» Responsibility of the Run Control [ osbook }
* Rewritten since ProtoDUNE1, along with the whole S s .
DAQ framework L i } L i }

-------------------

Command Line

* Use an in-house control software called nanorc (Not
ANOther Run Control):

* Uses external services (run number, registry, logbook,
configuration)

e “Lightweight” control software written in python i— _ e %
e Controls standardised DAQ applications (C++) ﬂ* Cweeu I
* Over the past year: °"i°s _ ,°°°"‘ei'"'"a‘e

\

e Final state machine

* Production and test environments ,,
C _ ,"r DAQ
* (Global timing partition application
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» Traditionally use SSH to spawn DAQ
processes on any host of the network

 Work over the past month to prototype the
use of Kubernetes (k8s) in the RC:

* (Google open source resource management
software, typically used in data centres

* Packages up DAQ applications into Docker
images

e K8s are able to understand resources,
connected hardware, load on a node, ...

e Distributes workload on nodes

 Kubernetes is expected to operate
2rotoDUNEZ2 with it by next release (v3.1)

Run control / Process management
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NanoRC WebGUI

Control tree

Controls:

----- ) conf-fix-emu-wib2-

State control buttons: Present state:

none

Last response from nanorc:

Selected: conf-flx-emu-wib2-opmon-k8s

Name State Host Last cmd Last succ. cmd
conf-flx-emu-wib2-opmon-k8s

conf-flx-emu-wib2-opmon-k8s

= \Workloads > Pods

Workloads N

Cron Jobs
Daemon Sets
Deployments

Jobs

Replica Sets

Replication Controllers
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» Continuously implementing ) e
Improvement towards better I
integration of the k8s in the DAQ: § — —
: dfo pod @ trigger m@ timing pod @ hsi pod @

dfo app mlt app timing app hsi app

 FELIX hardware discovery ,
SerV|Ce control-plane node

influxdb -—> grafana

* Controllers ; dashboard fx nodets) f storage node(y
| . rufix0 pod @ trb-0 pod @ trb-1 pod @
PY k8s -
Storage for raw data = [ o H[M::.zim] o ———
. . A : peie '
 Microservices N | | : dgm app é é
- 5 App : )
L i g vanager T @ /data0/ o /datal/ o
. Tl min g SySte m Operator C ’ nlee VAN ’
M " -t r " mﬁaﬁir ’_ @ run services node
° | | | )
O O g ’ ‘ : ‘\ / configuration @ ‘ run num pod @ | run reg pod ® | logging pod @
® . . mongo [ m:cur:_sl:xi.ce ] [ :ilcl;'o service ] ‘ [ micr:nss:rvicc J | DUNE-DAQ

o

Oracle Oracle
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pera Cole Configuration UV

« JSON messages used to configure the DAQ applications e dunedaq 3.0

* Efforts to improve the configuration generation:

» Better representation of the system in the configuration
generation tools - Phil Rodrigues

e |Impact of the K8s

Configuration service

e Current “push” method:

= -—
« Stored in files (can also be stored in a DB) [
Config
 Run control reads in the configuration, and sends data to the | —
application with all the configuration data Data Access
Layer

e Future "pull”™ method:

* Run control makes the configuration “available” to the apps, and
the apps are responsible for getting it RC Command

J
" DAQ
application

Command key

e TJowards virtualisation of the configuration, with a Data Access
Layer

Overwrite data
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* Quite a lot of work to integrate the
monitoring of different part of the system

« DAQ application monitoring I—l—l

* Trigger, FELIX, Readout, timing...

UL

 DAQ applications send metrics to an v
nﬂUX D 3 perational metricS=—————3{ InfluxDB -3 Grafana Hm
* Metrics can be displayed on a Gratana S
dashboard
 DAQ applications send error to a Katka DQMSqme

DQM application

broker, which forwards them to a
Postgres DB ——

data

 Again can be seen in Grafana dashboard

Marco Roda
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« Main, overview GGrafana dashboard:

T

() LastSminutes v Q | 58 °

2, 86 Coldbox test-v2.10.0 / DAQ overview <3

Partition name  plasorak v = Subsystems = Global 353 NP04 Network

v Status

App Fwk Error State Run time Run number Issued triggers Written TRs

4.835 min 5

Current Status Sending triggers at

Trigger Rate Network I/0 Message Reporting

se time applica message Issue_name host_name

INFON 2022-06-23 15:52:07 trigger Trigger is active now trigger::Trigger... trigger

ERRSN 2022-06-23 15:52:06  rufix0 Unexpected chunk size: 5668 flxlibs::Unexpe... rufix0

2 “"'/ ERRSN 2022-06-23 15:52:06  rufix0 Unexpected chunk size: 5668 fixlibs::Unexpe... rufix0
5—% 2o

0 PR = e e = ; _ _ :
166200 15:53:00 155400 155500  15:56:00 , * W= g = = = Sme=Sham = W, INFON 2022-06-23 15:52:06 trigger Startof run 5 trigger::Trigger... trigger
== (Generated triggers == Sent triggers Completed TR

Written TR == generated HSI triggers Sent HSI triggers 15:54:00 15:55:00 15:56:00

DFO time Data Writers Information

0.0500
1%

0.100%
0.0100%
0.00100% 0.0460

0.000100%
15:52:00 15:53:00 15:54:00 15:55:00 15:56:00 0.0440

== Waiting for token Processing token == Forwarding decision 15:52:00 15:53:00 15:54:00 15:55:00 15:56:00

Assignment time Waiting for TD == dataflow0 datawriter == Total

0.0480

MiBytes/s

Many more subsystem dashboards... Marco Roda
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* Slowly entering a phase of consolidation of the CCM systems, and making them available outside of the
CERN-NPO0O4 environment.

* \irtualisation / containerisation of the “ingredients” of CCM
* A lot of work over the past months to support the cold box runs and develop new teatures:

* Run Control
* General development, Web GUI
* RC services
* Kubernetes
* Configuration
* Jools
* Pull model / Data access layer
* Monitoring

 (Centralised dashboards
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