Introduction

- Linear Accelerators (Linacs) accelerate charged subatomic particles and subjects them to a series of electric potentials along a linear beamline. They are mainly composed of radiofrequency (RF) cavities placed in-line with one another to provide a large amount of energy gain per unit length.

- Machine learning (ML) refers to the training of machines to get better at a task without explicit programming. Anomaly detection is a ML method of identifying unexpected events or observations that differ significantly from the predicted value (see Figure 1). At the Fermilab AD division, L-CAPE is focused on predicting and preventing Linac beam outages with anomaly detection (see Figure 2).

Methods

- The readings of the Linac control system devices constitute a time series of numbers. The data was prepared for UMAP by taking ten-second intervals for 24 devices, making a 10x24 dimensional space in 2D (see Figure 3). Clustering will not work in high dimensions due to the curse of dimensionality, which refers to the phenomenon that the number of samples required to estimate an arbitrary function with a given level of accuracy grows exponentially with respect to the number of input variables.

- Two clustering algorithms were implemented using the scikit-learn built-in machine learning library for the Python programming language.
  - **Gaussian Mixture Method (GMM):** A probabilistic model that assumes all the data points are generated from a mixture of a finite number of Gaussian distributions with unknown parameters (see Figure 4).
  - **Hierarchical Agglomerative Clustering (HAC):** A method of cluster analysis that seeks to build a hierarchy of clusters (see Figure 5).

- Within the same library, effectiveness of each algorithm was primarily based on two metrics.
  - **Homogeneity score:** Measures the purity of clusters in terms of fault type.
  - **Completeness score:** Measures how complete each fault type is contained by single clusters.

- Two sets of scores were obtained for HAC algorithm, one with no clusters set and one that asks to find 59 matched clusters, due to there being 59 unique fault types.

Results & Conclusions

- **GMM**
  - Homogeneity score: 0.772
  - Completeness score: 0.619

- **HAC (59 matched clusters)**
  - Homogeneity score: 0.783
  - Completeness score: 0.633

  For these scores, a 1 indicates a perfect score and a 0 indicates an imperfect score. When working with 59 clusters, the homogeneity and completeness scores of HAC are closer to 1, which suggests that this algorithm is more effective in grouping unusual data points. In the future, we are hoping to be able to calculate the fractional probabilities of the possible fault types, the percent error of predictions, as well as the reason why some fault types overlap with others on the UMAP.
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