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Update on KE systematics
Study of improving inelastic event selection
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KE(truth) is the same before/after stopping proton cut
Compare fit, range, calo method: Fit method is the best that can represent truth energy
Wider distribution of fit method without stopping proton cut (because of inel. component)

KEff: Summary
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Use fit (stop) to determine E-loss

E-loss using scanning method: Summary

Method E-loss [MeV]
Data MC

Fit 24.6 17.2
Fit (stop) 25.2 19.6
Range 29.8 27.1

Range (stop) 29.7 26.7

Calo 45.6 49.3
Calo (stop) 45.4 48.7
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KEff(reco) v.s. KEff(truth): Stopping Protons



You Inst Logo5

Can we make event-by-event correction at KEff, instead of reweighting?

KEff(reco) v.s. KEff(truth): Inelastic-scattering Protons
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Inelastic-scattering Proton Event Selection

Inelastic-scattering Protons

Elastic-scattering Protons
Mis-identified
secondary Protons
(MisID:P)

Can we improve 
inelastic-scattering event selection?
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9 features used in total:
(1) PID: Chi2 PID
(2) ntrklen: Normalized track length
(3) B: Impact parameter 
     (3D distance between endpoint to the projected line fitted using the first 3 hits)
(4) trklen: track length
(5) calo: Σ(dE/dx*dx)
(6) mediandedx: Median dE/dx
(7) avcalo: Σ(dE/dx*dx)/track length (energy loss per distance)
(8) endpointdedx: Averaged dE/dx of the last 3 hits
(9) costheta: Angle between beam and TPC track

Feature Observables
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Inelastic Event Selection using XGBoost
XGBoost: eXtreme Gradient Boosted trees (2016)
Software package: https://xgboost.readthedocs.io/en/stable/

Question: Does the person like computer games?
Inputs: age, gender, occupation (i.e. features)

https://dl.acm.org/doi/pdf/10.1145/2939672.2939785

https://xgboost.readthedocs.io/en/stable/


You Inst Logo9

MC: 60% used for training; 40% for cross-validation
AUC(Area under ROC) is used for evaluation of “distance” between reco and truth
Less than 40 sec processing time using prebuilt model

Single XGBoost Decision Tree

XGBoost: Training Process
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Feature Importance

F-score: A metric that sums up number of times each feature is split on
Not surprised to see that PID is the most important feature
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Training Result & Selection Cut

Good separation between signal and background

Signal-like 
(Inelastic-scattering protons)

Background-like 
(Other types of protons)

BDT score is set to 0.5 to 
differentiate signal & background
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Before/After BDT Cut
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No Cut/Chi2 Cut
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Chi2 Cut/BDT Cut

Inel.: 6% improvement (91 % purity obtained)
        (4% MisID:P + 2 % El. background)
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Backup
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AUC Using TMVA
XGBoost

Default: Chi2PID
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