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glideinWMS: quick facts

= glideinWMS is an open-source Fermilab Computing
Sector product driven by CMS

* Heavy reliance on HTCondor from UW Madison
and we work closely with them

= http://tinyurl.com/glidein WMS

= Contributors include:
Krista Larson (FNAL/Corral) Doug Strain{ENAL)
Parag Mhashilkar (FNAL/Corral)= Anthony Tiradani (FNAL/CMS)
Mats Rynge (ISI/USC/Corral) John Weigand (CMS)
Igor Sfiligoi (UCSD) Derek Weitzel (UNL)



glideinWMS: version timeline
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Production 2.4 2.5 2.6 2.7
2.4.3 2.5.7 2.6.2
Development 3.0 3.1

In 2013, v3 becomes production

* 2.4.x: privilege separation, aggregate monitoring, glexec control, glidein lifetime
control

* 2.5.x: HTCondor TCP bulk updates, efficiency improvements, factory limits per
frontend, excess glidein removal, shared ports, better user pool matchmaking

* 2.6.x: Better multislot support, ARC CE, more glidein lifetime controls, factory limits
per frontend security class

» 2.7.x: Refactor for factory scaling, performance fixes, partitionable slot support

* 3.x: Cloud support, Corral WMS frontend support 2



glideinWMS: OSG tasks

= >811: Plug-in architecture for frontends

glideinWMS configuration language is XML: add the
ability to use XSLT

" 3503: condor_g —analyze analogue for glideins

VOs would like to know why their job didn’t trigger a
glidein request?

= 3204: http file transfer plugins in pilot

[nput file transfer by default can be inefficient. It would
be great to configure a local squid when possible



Roadmap for glideinWMS: 1/3

= Scalability

We can handle hundreds of destination CEs, but treat
each permutation as a new CE

= Refactored code from “one process per CE” v2.7, v3.1

We can better scale HTCondor components (separate
factory collector, for example)

Work with HTI'Condor team on increasing HTCondor
scalability (number of submitted jobs)



Roadmap for glideinWMS: 2/3

= Usability
Easier installation and configuration

= We provide RPMs and tarballs, but it's far from push-
button

More consistent monitoring and logging (v3.1)

Give more useful information in the hands of the
VOs and users

= APFMon interface, for example (v3.1)



Roadmap for glideinWMS: 2/3

Clouds

Home Faults

Queues Help

Panda Queue view - entry CMSHTPC T1 US FNAL ce - unknown
(AGIS) (schedconfig)

Label factory created running exiting done miss fault when Message
Factory job
burt-TEST-cms-xen43-FNAL job.2533.0
burt-TEST-cms-xen43-FNAL job.2532.0
burt-TEST-cms-xen43-FNAL job.2531.0
1 -3 o0of 3

state payload?
CREATED -
CREATED -
CREATED -

created last modified

1 week ago 1 week ago
1 week ago 1 week ago

1 week ago 1 week ago

Most Visited | | Getting Started =/ Latest Headlines [E] Google = InstancelnitiatedShutd... [Z§l Google Calendar @ US CMS
[+]

Faults

I ("} Autopyfactory Monitoring

Clouds

Home Queues Help

FACTORY
JOB_ID
PANDAQ

CREATED
LAST MODIFIED

burt-TEST-cms-xen43-FNAL

job.2533.0 (stdout, stderr, & oG, only recent logs)
entry CMSHTPC T1 US_FNAL ce

2013-02-22 10:02:33 (1 week, 4 days ago)

2013-02-22 10:02:33 (1 week, 4 days ago)

STATE
PAYLORD?
PILOTCODE
FLAG

2013-02-22 10:02:33

CREATED

False

131.225.204.217

CREATED




Roadmap for glideinWMS: 3/3

= Extendability: beyond the

gpLe
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amaZon
webservices™

= /1S works mow 11 v3.0, DUt is
Not our production release yet

* Different cost models lead to

new needed features: in Progress

THESCIENCECLOUD




glideinWMS and Cloud Cost model

- ']JW [NOW
l/mJ.'

" New credentials, new credential handling

matched correctly
= How do we optimize usage
= Multi-slot pilots

" J_,J..um for rranwud or Factory to select Cloud
[ tles AMIID+ AMI Type)




glideinWMS: Grid vs. Cloud

glideinWMS

Glidein Factory,
WMS Pool

VO Infrastructure

VO
Frontend

/

Condor Condor
Scheduler Central Manager

glideinWMS

Glidein Factory,
WMS Pool

VO Infrastructure

VO
Frontend

/

Condor Condor
Scheduler Central Manager

Condor
Startd

glideinWMS VM
Cloud Site




VM Images tor glideinWMS

» Provide recipes for creating VaVisiimagesdomise

o o)
Mistonithe cloud
S Using boxErnder

S Using ©7 (New kedlat'sponsored tool;

Aeolus)

O5G-Contrib repository.




OpenStack Compatibility 1/2
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= Openstackintroduces a new terminal'sta

= Openstack now ignores the

“InstancelnstantiatedShutdownbenavior™ flag
= Following comments appear m OpensStack code:
+ Note: r-\(- 0y): Wa&l)n.l.gxwk.le%ar- el

# in shutdown_te e flag behavior. So we ignore
\_:/
# it here.




OpenStack Compatibility 2/2

= glidein WMS team has contribu
OpenSta K to b Dl :anr)r it rg

E‘J

PPEID VMs are now explicitly
Condor

Status queries are now: batched to reduce stress on
the OpensStack controller

= Cloud status now reported in the classad




CMS: glideinWMS on HLT

» Fnvironment




CMS: glideinWMS on HLT (VM)

* The appeal of the Cloud is that you have complete
control over your VM image.

You can customize it to your specific needs
» This is also the downside of the Cloud

You must maintain your image
"= For CMS on HLT we:

Use CVMES for the CMS software
= We don't have to install CMSSW on the image

= We don't have to update the image for every (frequent)
release of CMSSW

Use Xrootd for both stage in and stage out of data

New images for security updates (e.g. kernel, etc.)



CMS: glideinWMS on HLT (Issues)

= Easy to overload OpenStack controller
Effectively, one can DOS the controller from one node

Feature request (Done): HTCondor should batch status
queries into one call, rather than make a status call per
VM

Use existing (in 7.9.x) rate limiting knobs

= XML generated using the —xml argument on
condor_status changed the escaping “\” rules.

Extra slashes were being generated causing the
embedded new line characters to be misinterpreted

Difficult to debug since the shell “fixes” things for you

Patched glideinWMS to handle any number of escape
characters



CMS: glideinWMS on HLT

» Performance

Once a job lands on a pilot VM the performance of
the VM is acceptable.

Only lose about 7% due to virtualization overhead

Ramping up short or small workflows can be
inefficient

= [nitially, more VMs will be requested than necessary

[arge or steady-state workflows will not see this
Issue

» Overall successful, nearing production capability
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