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Lossy compression of scientific data

* Consist in reducing scientific data volume by leveraging correlations and reducing
precision (lossless compression does not reduce scientific data enough)

Compression ratios (with current compressors) vary depending on use-cases, typically:
e CR=5 for hard to compress dataset and demanding data/analysis quality preservation

e CR=10-100 for scientific data presenting high correlation and medium data/analysis quality
preservation

* CR=x100 for visualization (low data/analysis quality preservation)

* Goal: keep the same science (satisfy user’s quality requirements WRT Qols — features)

 WARNING: You will see images because this is the easiest way to show distortion
but compression of scientific data is NOT only for images

Getting significant traction in the scientific community (climate, cosmology, seismic,
etc.), loT community as well (sensors, EKG)
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Huge Progress in performance in the past 5-6 yeareC P

~

Evolution of SZ compression quality and performance using a large-eddy simulation of multicomponent flows
with turbulent mixing: Miranda - density field.

SZx compresses at 300GB/s on NVIDIA A100 = Bottleneck is not compression but PCle



Many Applications Domains

We
worked
directly

for all
these
domains
to develop
S7

Climate
Combustion
Cosmology

Deep Learning
* Activation data
* Model coefficients
* Training data

Extreme Weather

Fusion Energy
Hydrodynamics

loT

Light Sources (LCLS, APS, etc.)
Materials Science

Molecular Dynamics
Quantum Chemistry
Quantum Circuit Simulation
Seismic Imaging
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Many Use-Cases ECP

We are seeing an increasing diversity/number of use-cases
SZ has been evaluated

for all these use-cases

“Classic” use-cases:
1) Visualization
2) Reducing storage footprint (offline compression)

3) Reducing I/0O, communication time (on-line, in-situ compression)

Recently identified use-cases:
4) Reducing streaming intensity (recent for generic floating-point compressors)
5) Lossy checkpoint/restart from lossy state
* reduce checkpoints footprint on storage — adjoint, accelerate checkpointing
6) Re-computation Avoiding by reducing the memory footprint > GAMESS
7) Running larger simulations by reducing the memory footprint
8) Accelerating CPU/GPU — memory transfer
9) Reduce DNN model size

10) Accelerate training (I/O read time) of DNNs of lossy compression for floating-point data in scientific data sets. T
International Journal of High Performance Compqurgon ne

Applications, 33(6), 1201-1220, 2019 NATIONAL LABORATORY
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General Principle of Error Bounded Lossy

Compression

Typical design of a lossy compressor for scientific data

Input Lossless Lossy Lossless or lossy Output
— —— S
Decorrelation pproximation odaing
"
E (error)
Most of the researches in This is where compression Very well known
the past 5 years error is controled: 70 years of
(Transforms, Predictors, e Point wise error bounds Shannon Theory
SVD, etc.) e Statistical metrics (still some research

* Feature preservation

Qols: Quantities of interest

on high
performance

codding) Argonne°
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SZ as a Software (Responds to ECP users)

https://szcompressor.org

- Compress/decompress by blocks for nearly random-access decompression
- Can compress 1D, 2D, 3D datasets. and unstructured datasets as 1D

- Multiple // implementations: CPU Core (Vector Instructions), Multi-core (OpenMP), GPU
(Cuda, Kokkos, HIP*, DPC++*), FPGA (proto)

- Integration in HDF5, ADIOS and PnetCDF
- Production quality. test infrastructure, scripts for regression testing
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Examples of Predictors

Lorenzo Linear-regression

scan data one by one f(x,y)=Bo +B1x + B2y

=D DO O - A
o Q O

d4 =d2’ +d3’ - dl’

Equal-sized data bloc

.................. the constructed hyperplane must be based on
“decompressed” coefficients

,,,,,,,,

And many others: Multi-level interpolation, pattern based, DNN, Wavelet, etc. o
For 1D, 2D, 3D and 4D (3D + time) datasets. Argonne
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EXASCALE COMPUTING PROJECT

Example: SZ Interpolation based Pré¢

Predictor based on multilevel, multidimensional
tri-cubic spline interpolation

Spline method Prediction Value pi \y

Linear spline pI =5di-1+5 le ,Origi,nal_
Cubic spline | p; = —7-d;— dl 1+ =div1 — 2-diss

CR:~315 Figure 25: Visualization of RTM, original data

1D case (linear spline):

SZ inter =
@® Known data points (O Unknown data points (to be predicted) P \
d; Original raw data di Reconstructed data j
di dy d3 dy ds de d7 dg do
Level 0 O-------=—-——-mmmm e Use 0 to predict d; 1 /|
Level 1 .__:..:-:-:'_____ - -:-:-:-?—O—- Use d4' to predict dg | — — 5 y
""""""""""""""""""""""" S e _ ’ : SZ|nter‘p. | ' SZregreS'
Level 2 . ——————————— O -@-- Use d' and d¢' to predict ds (a) OurSol (PSNR:69.3,CR:315) (b) SZ (PSNR:50.7,CR:315)
Lovel 3 @-- T2 T @I é:‘:‘:‘:“_ Use df', dg', and do' to : . . 1 : . .
____________ predict d;and d7 @ ) . il

Level 4 @~ @~ U @ T @ 1""@ Use dy, ds, ds, dr', and ds’ ' E -

# of levels = [loga(n)] +1 to predict dy, d4, dg, dg \ -

At level O, O to predict d1, - Store quantized error (e0)
At level 1, d1+e0 to predict d9, - Store quantized error (€9) 2 » ..
At level 2, d1+e0 and d9+e9 to predict d5, - Store error (e5) s ZFp IVIGARD 5

(c) ZFP (PSNR:51.7,CR:258) (d) MGARDx (PSNR:62.5,CR:310)
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Generic with App Specific Performance: Customization

. Too specific:
Goal: reach performance (ratio, speed, accuracy) as close as ' Expensive to
possible to application specific data reduction without : Eﬂe\{e'OP,
. . . . aintain,
requiring expensive development/maintenance/update costs. | Update
Vultioaleorith Customizable |
ulti-algorithms : : composition of
(per block automatic Hybrld/Autotunmg cor(nprespsion Sfoehine] [ Fully
Fully Generic selection of predictors) (per block automatic I Specific
Few parameters: S7 2.0 selection of decorrelation)

Error bound O . .

-Bit grooming

-Digit Shuffling  Parametrizable Meta-Compressor Preconditioners
(1 algorithm) (per block automatic (Add specific stages to [
7FP selection) separate data, [
SZ-ZFP Hybrid improve/complement
generic compressors) I
Higher performance A °
(ratio, speed, accuracy) rgonne OOOOOOO




What makes SZ3 different: a Highly Modular/
Customizable Compression Framework

SZ 3 (C++) library of algorithms

for lossy compression and examples
of SZ compressors built from the
library of algorithms.

To compose and tune a compression
pipeline we analyze the data to
compress and user requirements in
compression speed, ratio and
accuracy.

SZ Library of compression algorithms

User requirements

-

Lossy compressor

Data Analysis

arameters

e =

Feature detectione.

Wavelet Transforme
Resolution coarseninge-
Linear regression predictore-
Lorenzo Predictor

Spline interpolation predictore
Pattern based predictore-
Auto-encoder predictore-
Linear quantizatione-

Log transforme|

Huffman coding
Arithmetic codinge’

Leading bit coding

Lossy compressor

v/;/

7]

~Z=» S7 2.1 (default)

EEEEEEEEEEEEEEEEEEEEEEEE

LCLS
SZ-separator

SZ-Pattern

SZ-Interp

Truncatione g SZx a
Zstd Argonne




Example: Cosmology 1/2 (Storage Footprint Reduction)

HACC: N-body problem with domain decomposition, medium/long-range
force solver (particle-mesh method), short-range force solver (particle-particle/

particle-mesh algorithm). SZ 2.0: CR ~5 (~6bits/value) at
Particle dataset: 6 x 1D array (X, V, z, VX, VY ,vZ) 10° error bound

AT T - -

Preferred error controls:
* Point wise max error (Relative) bound VX
* Absolute (position), Relative (Velocity)

ANL: Cosmological Simulations for Large-Scale Sky Surveys

Value

3
Value

Vi

Value

.6
45
o I
U k.
_2 L
4 b
6 -
BT
0




Counts

Example: Cosmology 2/2

HACC
Results validation Original: ——— Results validation
SZ (e=103); —
3kpc absolute error bound 57 (e=107): 3kpc absolute error bound
(particle position) ' (particle position)
. 1.0100
. — 20003 —— spectra_sz-abs9_38.pk
105 1.0075 4
1.0050 -
1042
3 1.0025 A
103-:. § 1,0000 e ——————
. 0.9975 - \
102=
2 0.9950 -
] 0.9925 4 This graph combines 2 separate graphs to
ma | show impact of different error bounds on PS
L] IIIIIII L 1 lIIIIII | L) IIIIIII ) 1 IIIIIII L] L) 0.9900 T T T T
1011 1012 1013 10% 0 2 4 6 8 10
FoF Halo Mass k
Friends of Friends halo mass distribution Power Spectrum

e=1073

e=107

A

S. Li, S. Di, X. Liang, Z. Chen, F. Cappello, Optimizing Lossy Compression with Adjacent Snapshots for N-body Simulation Data, IEEE BigData 2018
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Example: Crystallography (Streaming intensity.

'

Chuck Yoon: (Stanford, LCLS)

() Peak finder
c
1: X-ray Beam 2: Diffraction LCLS-Il Data System 3: Reduction 78_ - =
Detector o Da(tsah:f%u!ﬂiz;ggll"\il%ﬂi‘ne s e I JP oY Mask regions of interest
((((((( | partitionable; i
M w = 8 -
i > :  — s "E : [ &
‘ . .= : S s Extract background
B, ol N “ -
| > ‘. Ed s ]
j KB Mirrors > Ffl’(- { || Ej S
o M;m : *08 8 Low pass filter (binning e.g. 2x2)
Primary ,\\ §ﬂ:| -y 5 | 8 N
INferaction e bolEm | e N -
Point F Tt B 9 el Ej 2
Undulator T ] = we = | Compress background (SZ 2.1)
(420 m upstream) == —. % e ‘
1 MHz aequisitianj f::ltl?:;ig:\w donteina | 55 GBYs HDFS | ottingArayi (o)
250 GB/s ! Data written in ormat
Diffraction before destruction %0 081 [ Rebuild image

Number of pulses/sec: 120

Millions of diffraction patterns from crystals

.

Context: LCLS Il. Goal: Definition of reduction method
Detector produces:

« 2D images @ 250GB/s Merge
« 4M pixel/event unsigned integers, in binary XTC2 format

Indexing

e

Phase

'

Compression objectives: CR of 10 or more with error bound @ 500 MB/s/core
- RoiBInSZ algorithm (regions of interest extraction + background

Refine

'

binning + SZ background compression) M = AR b —

Image



Crystal

Distort]

Roibin SZ on Se-SAD SFX

O€ra
on: |

Dataset (Selenium)

selenobiotinyl-streptavidin on a cspad detector

ohy:

ngex|

ng

-irst Level of Analysis

—
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EXASCALE COMPUTING PROJECT

Chuck Yoon: Stanford

Number of hits: An image with at least 15
peaks is considered a hit

Number indexed: Number of crystals
extracted from hits

Rsplit: measure precision of averaged
intensities/amplitudes

CCano: The correlation coefficient of the
Bijvoet differences of acentric reflections
CC1/2: Pearson correlation coefficient.
Rwork: measure of the agreement between
the crystallographic model and the
experimental X-ray diffraction data

Rfree: Rwork computed on a small, random
sample of data

Map-model CC: cross-correlation between
electron density map and model.

Original Riobin SZ

Total compression ratio 1 70.65
Number of hits 744,150 744,150
Number indexed 255,065 255,918
Rsplit | 7.58% 7.08%
cci/2 0.997 0.997
CCano 1 0.087 0.104
Rwork 0.206 0.199
Rfree | 0.231 0.223
Map-model CC 0.81 0.8

M higher the better

J : lower the better

Argonne'®

NATIONAL LABORATORY



Crystallography: Final Level of Analysis
Distortion: Protein Reconstruction

Reconstruction of Electron Densities Lysozyme

|
L

7

J
g
.

_A
/ a5 &J

Original ) N N Compression-ratio: 19

=

Lysozyme on a jungfraudm detector

(a) original (b) roibin-sz é
The data on the right is 196x smaller (or 631x if also using Non-Hit Rejection) sonne ..



Example: Ptychography (Storage Footprint Reduction)

Tekin Bicer (DSL and XSD)

Original dataset: Catalyst Particle

Compressed with SZ2.1 (not Riobin SZ)

Single scan (diffraction patterns): 1856x1030x514
Compressed 1856 images of 514x1030 pixels.

For the spatial compression, the dataset is treated as
a 3D dataset, so the predictor adopts a 3D Lorenzo +
3D Linear regression;

For the temporal compression, the compressor
predicts each data point only based on its temporal
dimension

Tested absolute error bound from 2 to 64.
Absolute error bound of 2 translates to (+/-) 2
photon count error on the detector.

PSNR computed from the diffraction patterns
(not reconstruction result)

Beamline Scientists: Junjing Deng, Jeff Klug and others
Compression and reconstructions: Sheng Di, Tekin Bicer

F

Timing: Bebop cluster, Intel Xeon E5-2695v4 (1 core).

Absolute error bounds

R Spatial 72.9 97.2 117.7 144.7 147.2 181.1
Temporal 90.2 123.2 2451 307.3 3544 465.1
Timing (secs,
comp/decomp)

Spatial 18.6/ 18.5/ 18.6/ 18.8/ 18.5/ 17.5/
8.3 7.6 7.4 7.1 7.4 7.6
Temporal 28 1/ 29.4/ 27.8/  27.7/ 27.6/ 29/
15.6 15 14.9 14.9 14.7

201.5 202.6 201.5 199.3 202.6 214.1
133.3 1274 134.8 135.3 1358 129.2

PR 2 | e | 8 | 16 | 32 | e

Spatial 200.1 196.7 192.7 188.5 180.5 175.7

Spatial

Temporal

Temporal

194.2 187.9 185.0 1819 1679 165.6



Ptychography: Reconstruction from Diffraction Pattern
Tekin Bicer (DSL and XSD)  geamine scentists uniing beng, ef iug and others

Compression and reconstructions: Sheng Di, Tekin Bicer

Ptychographic experiment: reconstruction on (sz) decompressed diffraction patterns.
Reconstruction parameters: Iter=300; Alg.:Conjugate Gradient (Tike)
Original Spatial error bound: 4 Temporal error bound: 8

Compression ratio: 97 Compression ratio: 245
SSIM: >0.96 SSIM: >0.94

No (de)compression

(de)compressed
diff. patterns

18



Conclusion

Lossy Compression for scientific data:

Very popular topic among application teams
SZ is the only customizable compressor

... designed to enable science preservation
Can tune compression ratio, speed and
accuracy according to specific constraints
Tested on many different applications and
experiments

Generic SZ good enough for Ptychography
Specific RiobinSZ needed for Crystalography
Open-source, production quality, integrated
in HDF5 and other I/O libs (Adios, NetCDF)

AAAAAAAAAAAAAAAAAA
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SZp: Design Principle

« Pre-quantization: raw data — integers
(based on error bound)

. 1D 3-layer Lorenzo: Data prediction
based on only three previous values

« Compute difference between predicted
value and raw data value

« Search O-pattern blocks: search all-0
blocks (block size = 16)

« Encode quantization bins: simplified
bit-shuffle-similar encoding

....Rawdata
5 . L
= Pre-quanzation
N N
3
T < 1D 3-layer Lorenzo
©
=) N
%- Compute difference
S5 L
- Search O-pattern blocks
For all-0 blocks v ' v For non-0 blocks
Dual-layer encode Absolutization
\Z | N %
Encode Encode
sign guantization
arrys bins
WV \l/ \l/

.....................................................................................................................................

......................................................................................................................................



SZp: High Speed Compression

« We have implemented the CPU version to verify SZp’s compression ratio and GPU version for speed.

o Compression quality: SZp has much higher quality than SZx on seismic pressure datasets. SZx may

have obvious artifacts at high-compression cases (i.e., error bound is relatively high), while SZp has no
such issue.

5.07 4.1 3.5
194 123 8.5 6.3

REL=1E-2,
CR=5

(@) Original Data (b) SZx Reconstructed Data

o Compression speed: cuSZp significantly outperforms the BitComp on CUDA A100 when including
kernel launch cost: 400GB/s vs. 200GB/s.



More Lossy Compressors

Largest Compression Ratio For Each Compressor that
Satisfies Each Pinard et al (2020) Requirements

ZFP (LLNL): Transform (DCT)
ECP ZFP

Overpreserves data, lower
Compression ratio compared
to SZ, Better speed.

SPERR (NCAR): Wavelet
Works well on wave
propagation problem
(Climate, Seismic)

MGARD (ORNL)

ECP CODAR

Multigrid adaptive

reduction

MGARD controls the
compression errors in
quantities of interest (Q):
Linear expression of the error

Compressor
SZ_Interp
SZ (regression)
ZFP
MGARD
MGARDX
TThresh
BitGrooming
Digit Rounding
FPZip
NDZip

Zstd

Pearson R"2

93

14.34

5.45

27.1

14.7

16.1

1.51

1.86

1.95

1.64

1.35

Spatial Error
93
14.34
5.45
4.69
6.49
16.1
1.51
1.86
1.95
1.64

1.35

KS-test
21
14.34
2.36
X
X
2.98
1.51
1.86
1.95

1.64

y, \
Argon ne=¥
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More Lossy Compressors

Largest Compression Ratio For Each Compressor that
Satisfies Each Pinard et al (2020) Requirements

TTRESH (LLNL):

HoSVD (Tucker Decomposition)
Quantize the Core tensor

Very high compression ratio
Tendency to blur the overall data
(loose details)

1 or 2 orders of magnitude slower
than SZ or ZFP

Autoencoders

Overall architecture of
convolutional autoencoder
(A. Glaws, R. King, and M.
Sprague, “Deep learning for
in situ data compression of
large turbulent flow
simulations,” Physical Review
Fluids, vol. 5, no. 11, p.
114602, 2020.)

12 residual blocks
for feature extraction
+ 3 compression layers

Compressor
SZ_Interp
SZ (regression)
ZFP
MGARD
MGARDX
TThresh
BitGrooming
Digit Rounding
FPZip
NDZip

Zstd

Pearson R"2

93

14.34

5.45

27.1

14.7

16.1

1.51

1.86

1.95

1.64

1.35

Spatial Error
93
14.34
5.45
4.69
6.49
16.1
1.51
1.86
1.95
1.64

1.35

KS-test
21
14.34
2.36
X
X
2.98

1.51

Ciminifimmn ind
Sigrliiitdiit

1.86 Smoothing
1.95

1.64

y, \
Argon ne=¥
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CODAR

https://sdrbench.github.io/ https://github.com/robertu94/libpressio ol - e

oo
oo

eoe M- < A ® 0 0 @ sdrbenchgithubio @@ ¢, (1 + r a )

G @ B nttps://sdrbench.github.io

cu Z-Checker| IHDF5Fi ADIOS AutoSFX

Scientific Data Reduction Benchmarks

R ——— S 1 https://github.com/CODARcode/Z-checker

This site provides reference scientific datasets, data reduction lechniques, eor metrics, error controls and error assessment toals for users and developers of scientific data reduction
techniques.

Important: when publlshing results from one or more datasets presented in this webpage, please: v w
s Cite: SDRBench: hittps.//sdrbench.github.fo ', =, ” T,
s Piease also cite: K. Zhao, S. Di, X. Liang, S. LI, D. Tao, J. Bessac, Z. Chen, and F. Cappello, “SDRBanch: Scientific Data Reduction Benchmark for Lossy Compressors”,

Inernational Workshop on B slg Data Reduction (IWBDR2020), in conjunction with IEEE Bigdala20.

. you used, the DOE NNSA ECP praject, and the ECP CODAR project,
L Checnthe sonditon of pubichs sources f I
= Contact the compressor authars 1o get the correct compressar canfiguration according 1o each datasel and each comparison metrics. Julia Rust P_ﬂhnﬂ
«  Dimension: the order of the dimensions shown in the ‘Format columin of the tabie is In row-major order (aka. C order), which is consistant with well-knwn 1O libraries such as
HDFS. For example, for the CESM-ATM dataset (1800 x 3600), 1800 is higher dimension (changing slower) and 3600 Is lower dimension (changing faster). For most compressors: . .
(such as 52, ZFP and FPZIP), the dimensions should be given in the reverse order (such a5 -2 3600 1800) for their executables. If you are nat sure about the order of dimension, 4 -
one simple method is trying different dimension arders and selecting the resulls with highest compression ratios. A r e 7 | i
Data cete: : Z-checker i
B _—
Clients Bindings i : T
Name Type Format Size (data) Gommand Examples Link J 1 | H
CESMATH Glimate Datasel : 79 fields: 2D, 1800 x | Dataset! | SZ{Compress): sz -z - Dataset1 (raw) | g P R F [<7]
simieton S0, oy | CLOMGrT - Thst. Seoooz M REL-R | DRCeER eara | Data Visualization Engine | .
Mark mylor(SNLJ Dataset2 : 1 field : 147GB | 1E-2 -2 3600 1800 Dalaset2 (raw)
3D, 26x1800X3600. Dataset! | S2(Decompress): sz -x-f -4 Metadata | 1
Both are single precision, binary | (cleared): | CLDHGH 1_1800_3600.132 -2 3600 1 I
14768 | 1800- s CLOHGH_1_1800_3600032sz- |  Datassti’s ' N | | @
Bt B Datasetz: property | . ! =
Entro; Entro Tree |zFe: a1 Dataser2’s —_
__| ewooy | Envegy ZE e o sstarz st i Z-server Qutput Engine s .
in 5 73 (cleared CLDHGH 1_1800_3600.132.2fp -0 | b | D
e e R AT T A sio io re metrics data lons ' s || e a3
background | LibProsslo: pressio pres: p opt ! 18 | B Qi <C
data) | compressor=SCOM | [al} | =t
CLDHGH_1_1800_ 3800132 < 3600 4 1 | [=N w
1800 -t float -0 rel=1e-2 -m time -m size ] : 1 E
Mall —
where SCOMP can be sz, zfp, s23, LibPressio / 1 o | = =] =
mgard, efc... \_ _J : = 1 =) U o
Z-checker-instalier: jrunZCCasa sh -f | E [ J —_—
REL CESM-ATM raw-data-dir £32 3600 i = : >
1800
EXAALT Wolecular 6 flelds: K.y.Z VX Wz, Dataset: | 52(Compress): sz -z {4 xx.f32 M REL Datasett : 3rd = ! &
Source: dynamics Each field storad separataly, 60MB | -R 1E-2-12869440 Metadatai . ra- Dﬂrl}l' L= |
EXAALT team simulation Single precision, Datasetz: | SZ(Decompress): sz -x -f - c.f32 -1 Propertyl [#] Gm'npms.ﬂrs 1 I n pul E ng ine = 1 — -
This datasst has been approved Binary, Little-endian 9T3MB | 2863440 -5 rx.f32:52 -2 Dataset2 | C o I o
for unlimited reiease by Los Datasetd: |ZFP: zlp 1 -1 xx 132 -2 xx 132 20p -0 Metadata2 | onnecter O |
Alamos National Laboratory and Bbit ot 24GB |xcf32.2fp.out-1 2868440 -a 1E-2 -5 Property2 Compressors H
has been assigned LA-UR-16- Daia1 | Entropy | Eniropy LibPressio: pressio -0 Dataset 3 |
25670. [avg [ 73 195 compressor=SCOMP -i xx.132 4 Metadata3 POSIX NIII'IP!’ | | ’ EE Eu.u rce lﬁm&m ﬁ IG‘ ara- pa_n}f 1
e 7 84 2868440 -t floal o rel=1e-2 -m time -m Property3 1 1 1 | hi-
size -M all
max |74 204 | . q |
d where SCOMP can be sz, zfp, s23,
a | e22 | iy = S— S— Sz | ZFP |MGARD 1| etc.) with formats (HDF5, Library i (73]
ataz | Entropy | Entropy | | —
avg | 67 154 7-checker-installer: /run?CCase.sh H .
N —— R AT v i | NetCDFE, ADIOS, binary) | (R, FTTW) '
max 71 201 PETSc csv L )
Boit 2ot (| | 0 8 v v v v U MetaComprezsore @ ) | e<Ews 3 3 L N
baiaa | Ensopy | _Enrep MetaCompressors
[avg | &9 16.3 H H
min |68 156
max |72 76 Pre-
13 fields: 3D, 100x500x500, single- SZ(Compress): sz -z - PM48.bin.f32 -M HDF5 OPT || Thread
Hurricane ISABEL precision, binary (cleared datasel REL -R 1E-2 -3 500 500 100 p
Source: Weather by replacing background by 0) SZ(Decompress): sz -x - - Pf48.bin.f32 Dataset
hitpvis.computer.org/ simulation 1.25G8  |-3500 500 100 -5 P48 bin.32.52 -2 Meladata
vis2004contestidata. him! b 3260 ZFP: 2fp - -i P48 bin £32 -3 500 500 100 Propery
Enropy | Entopy 2 P148 bin.f32.21p -0 PH48.bin 132 zfp.out
ErR 8.9 P o
T o7 3 ressio: pressio . . .
a7 7is compressor=SCOMP . PH8.5in 132 -¢ Component Client Code Abstraction Plugins
500 -d 500 -d 100 -t float o rel=Te-2 -m
time -m size -M all
where SCOMP can be sz, zip, 523,
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https://sdrbench.github.io/
https://github.com/robertu94/libpressio
https://github.com/CODARcode/Z-checker

VS/ Original FPZIP

Features to preserve are mathematically formalized M,;\; !
' ' e ——
and integrated into compressor error controls jg;ﬁf
i VsZ

e VSZ (SZ-Critical points): Preserves Critical points in 2D, 3D
piecewise linear vector fields (Important in flow visualization,
keep each critical point in its original cell, retain each critical point

typE) . X. Liang et al., Toward Feature-Preserving 2D and 3D Vector Field

Compression, IEEE Pacific Visualization Symposium (PacificVis), 2020

Compute error bound on each data point.

Provides excellent compression performance and feature preservation.

Limitations:

* Expressing feature mathematically could be too complex.

e Requires specific compression algorithm designs for each feature to preserve.
* Preservation of combination of features has not been addressed.

Argonne ™
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