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Staggered fermions
Quick recap

staggered fermionic action

\[ S_F[\chi, \bar{\chi}] = a^4 \sum_{n \in \Lambda} \bar{\chi}(n) \left( \sum_{\mu = 1}^{4} \eta_{\mu}(n) \frac{U_{\mu}(n)\chi(n + \hat{\mu}) - U_{\mu}^{\dagger}(n - \hat{\mu})\chi(n - \hat{\mu})}{2a} + m\chi(n) \right) \]

arithmetic intensity

\[ I = \frac{570 \text{ FLOP}}{792 \text{ B}} = 0.72 \text{ FLOP}/\text{B}. \]
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C++ code

```cpp
using complex_t = Kokkos::complex<float>;
using Site = Kokkos::View<complex_t ****[3];
using Link = Kokkos::View<complex_t ****[4][3][3];
```
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C++ code

```cpp
using BulkSpace_t = Kokkos::DefaultExecutionSpace;
using HaloSpace_t = Kokkos::DefaultExecutionSpace;

BulkSpace_t BulkExecSpace = BulkSpace_t();
HaloSpace_t HaloExecSpcae = HaloSpace_t();
Kokkos::fence(); // barrier for all execution spaces
HaloExecSpcae.fence(); // barrier for only one execution space
```
### Kernel Algorithm

**Kernel (Input: \( U_\mu, \chi_{in} \) Output: \( \chi_{out} \)**)

<table>
<thead>
<tr>
<th>( n \in \Lambda )</th>
</tr>
</thead>
<tbody>
<tr>
<td>for ( i \leftarrow 1, 2, 3 ) do</td>
</tr>
<tr>
<td>( t \leftarrow 0 )</td>
</tr>
<tr>
<td>for ( j \leftarrow 1, 2, 3 ) do</td>
</tr>
<tr>
<td>for ( \mu \leftarrow 1, 2, 3, 4 ) do</td>
</tr>
<tr>
<td>( t \leftarrow t + U_\mu(n)<em>{ij} \cdot \chi</em>{in}(p(n + \hat{\mu}))_j )</td>
</tr>
<tr>
<td>( t \leftarrow t - U_\mu(p(n - \hat{\mu}))<em>{ji} \cdot \chi</em>{in}(p(n - \hat{\mu}))_j )</td>
</tr>
<tr>
<td>end for</td>
</tr>
<tr>
<td>end for</td>
</tr>
<tr>
<td>( \chi_{out,i} \leftarrow t )</td>
</tr>
<tr>
<td>end for</td>
</tr>
</tbody>
</table>

- \( p() \) calculates the correct \( n \) according to periodic boundaries
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Thank you for your attention!