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Equivariant transformer is all you need
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Machine learning, deep learning, has been accelerating computational physics, which has been used to simu-
late systems on a lattice. Equivariance is essential to simulate a physical system because it imposes a strong
induction bias for the probability distribution described by a machine learning model. However, imposing
symmetry on the model sometimes occur a poor acceptance rate in self-learning Monte-Carlo (SLMC). On the
other hand, Attention used in Transformers like GPT realizes a large model capacity. We introduce symmetry
equivariant attention to SLMC. To evaluate our architecture, we apply it to our proposed new architecture
on a spin-fermion model on a two-dimensional lattice. We find that it overcomes poor acceptance rates for
linear models and observe the scaling law of the acceptance rate in machine learning. This talk is based on
arXiv:2306.11527.
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