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Why All-to-all?

• Approximates the exact propagator.

• Can calculate >2pt correlation functions without sequential solves.

• Useful in low-mode noise reduction techniques such as low mode averaging (LMA).
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• Eigenvector Basis
• low modes carry long-distance data1

• 2Ne eigenvector pairs

Constructing the Propagator
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• Stochastic Basis
• Nr random sources

• Hybrid Basis

Constructing the Propagator

4Lattice 2023J. Foley et al. Comput. Phys. Commun. 172, 145 (2005).



Constructing Meson Fields

• Example: connected two-point function
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Starting Point  - Grid+Hadrons Libraries

Original workflow:

1. Grid's Lanczos solver generates {vi
(o)}

2. Hadrons builds full set, {wi,vj}

3. Grid kernel computes meson field in Nb
2 blocks on the CPU.

• OMP threads work on separate time slices.

• No communication needed between threads.
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Kernel Changes  - GPU offloading

• GPUs need more parallel tasks than CPUs.

• Still want to avoid dependencies between threads.

• Staggered fields are small enough to fit 100's of vectors on 
modern GPU memory.

Parallelize over (wi,vj) :
  accelerator_for2d(l_index,sizeL, r_index, sizeR, Nsimd, …
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Kernel Changes  - Eigenmode Kernel

• Create new kernel that accepts {vi
(o),vj

(e)} as 
parameters.

• Calculate two half-volume contractions instead of 
four full-volume.

8Lattice 2023



Staggered Local Operators
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• Fermion fields have no spin component.

• Spin is encoded in a phase parameter.

• Same inner product can be reused  for multiple local operators.



Performance
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• Summit: Smaller Nb underutilizes GPUs but avoids thrashing.
• Low compute throughput for both

• Consider using shared memory?



One-link Operator

• Created class A2AWork

• Maintains communication infrastructure between kernel calls

• Created new kernel
• Takes link field parameter

• Created StagGamma class for general spin-taste ops.
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Performance
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• Summit: Cache hit rates improve to >80%.
• Actually faster than local operators

• Compute throughput still ~40%



Low-mode Averaging for Vector 2-point Functions

• Stochastic wall sources give good noise behavior at small t.

• Low modes give good noise behavior at large t.

• We want the best of both.
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Component 1: Wall-to-all
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Component 2: Low-mode Projection
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Component 3: Low-mode All-to-all
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Result: Low-mode—improved Random Wall
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Application to connected g-2

• Calculated LMI local vector current at physical pion mass on three 
lattice spacings (0.12fm, 0.09fm, 0.06fm).
• S. Lahert slides from Tues. 2:10pm.
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Application to connected g-2
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Application to connected g-2
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Application to connected g-2
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Application to connected g-2
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• Use All-to-all in three-point and four-point calculations.
• Perturbative QED+QCD for g-2

• Two pion scattering

• Performance tests for AMD MI250X ongoing.
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