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Advertising COCOA

Under review in MLST

1. Configurable Calorimeter  
simulation for AI - COCOA
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Final state particlesHard scatter process Energy deposits in detector

true

PS 
had’zn. 
decays

interactions

Infer the set of particles which produced  
         the set of energy deposits in detector

predicted

analysis reconstruction

Particle reconstruction
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ATLAS-like calorimeter simulation

• 3 ECAL + 3 HCAL concentric GEANT4 calorimeter layers

• Interfaced to Pythia8 event generator

• Tracking emulation in 3.8T magnetic field

Open calorimeter model

© Etienne Dryer



Graph illustration (single jet)
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W mass example

m2
T = 2p(e)

T Emiss
T (1 − cos φ)

• superclustered

• simply calibrated

electron

 demonstrates good overall 

     response at event-level 
     (i.e.  reconstruction)

⇒

Emiss
T

Transverse mass:

W → e + ν
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Delphes COCOA

Goal Speed, realistic treatment of 
main observables

Details,  GEANT-based 
microscopic simulation

Primary use Smear truth particles to 
resemble reco objects

Fully-featured datasets for training 
ML models

• Configurable

• Interface to Pythia

• Parameterized track smearing

• Photon conversions

• Jet clustering algo.

• Event display

Y Y

Fully simulated calorimeter shower N Y

Specific LHC experiment tunes Y Possible

Electron reco track & cluster supercluster (Brehm)

Particle flow algorithm Basic subtraction Parameterized (ATLAS-like)

Pileup Y Possible

Jet substructure Parameterized Raw

Comparison

© Etienne Dryer
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VBF H  → γγ

✴ Forward jets


✴ Topoclusters colored separately

γ

γ
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VBF H  → γγ

✴ Forward jets


✴ ECAL, HCAL layers colored separately

γ

γ

© Etienne Dryer



Quick start guide
https://cocoa-hep.readthedocs.io/

https://github.com/cocoa-hep/cocoa-hep

docker pull ghcr.io/cocoa-hep/cocoa-hep:main

docker image tag \

   $(docker images | grep cocoa-hep | head -n 1 | awk '{print $3}') \

   cocoa-hep

docker run -it cocoa-hep

git clone git@github.com:cocoa-hep/cocoa-hep.git; cd cocoa-hep/COCOA

source ../setup_cvmfs.sh

mkdir build; cd build

cmake ../

make

cd ..

./build/COCOA \                            

       --macro  macro/Pythia8/ttbar.in \   

       --config config/config_default.json 
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2. An Intelligent Bump Hunter or  
Data Directed Paradigm
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IBH in a Nut Shell

• Our vision is an accessible, fast 
and reliable bump hunter that is 
independent of the expected 
background knowledge 

• First attempt (proof of concept) 
Volkovich, De Vito Halevy, Bressler 
https://arxiv.org/abs/2107.11573, 
EPJC


• This talk: Introducing a novel 
improved and Intelligent Deep 
Learning architecture (WIP).
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https://arxiv.org/abs/2107.11573


A ∈ BSM → B + C

1 2 3

1)  B, C ∈ SM

2,3)  B ∈ SM, C ∈ BSM

A → e + C

C → q + q

A → e + C

C → t + Z/H

Motivation

• Need a rapid scan of the data 
in many regions of interest
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Why DDP with IBH?
• Isn’t that what you do once ATLAS and CMS release some DATA?


• The traditional method is resource intensive allowing only analyzing a limited region a 
the DATA Phase-Space spanned by some relevant variables.


• Using  a blind analysis paradigm, in which an enormous amount of time and effort is 
invested before looking at the data, i.e. on background modeling and systematic 
uncertainty estimation.


• The traditional analysis method is very slow and inconclusive. It does not have a 
“coverage”of all interesting anomalies


• DDP is complementary to the Blind Analysis paradigm.


• Without using MC simulation, and without having any idea about the underlying 
background, the strategy consists of quickly searching the observable-space, 
 for exclusive regions exhibiting a significant deviation from some fundamental SM 
property
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• Assumption:  The invariant mass distributions is 
smoothly falling in the absence of resonances

• We train a NN to map invariant mass distributions into 
significance distributions 
WITHOUT A-PRIORI KNOWLEDGE OF THE 
BACKGROUND
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Bump hunt - DDP [2]


[2] https://arxiv.org/abs/2107.11573

IBH: Mode of Operation

https://arxiv.org/abs/2107.11573
https://arxiv.org/abs/2107.11573


The Bakground Functions Reference

• Smoothly Falling Functions

 The parameters a and b are defned such that each curve
 decays between two points, (x1; y1) and (x2; y2), where
 x1 < x2 are the centers of the extreme bins and y1 > y2
.are randomized from the interval [100,10000]
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Generating Functions from the Reference
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orange: same function is stretched from 20-75—>1-101



Generating Functions from the Reference
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Each plot represents variations of a specific function



Data Set - Synthetic Data

Use the Fnctions Basis to generate a wealth of 
smoothly falling functions:ֿ


1.Toss a dynamic range between 10-100,000

2. Toss a range between 10-100

3.Stretch the function to cover the full range 
0-100

4.Bin in 30,40,50,60,….,100 bins
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Network Input and Target

• Network input - Synthetic distributions derived by 
Poisson fluctuation of smoothy falling functions 
dressed with some injected Signal

• Network target - Bin by bin significance calculated 
using Profile Likelihood Ratio test statistic relative to 
the smooth known background ->  
An ideal analysis output

Bump hunt - DDP [2]
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[2] https://arxiv.org/abs/2107.11573

Z2 = − 2log
L(B)

L( ̂μS + B)

https://arxiv.org/abs/2107.11573
https://arxiv.org/abs/2107.11573


IBH - Injecting Signal Procedure
• Data composition:


• Generating histograms from a Poisson 
fluctuated 10 analytical falling functions 
as background


• Injecting a 6 bin width Gaussian signal on 
top of the background G(i,3)


• #bins: 30,40,…,100 mass bins;  
Dynamic range: 10 - 100,000 entries/bin;  
Signal significance range: [0 - 10] 


• Data set: 90% trainning, 10% validation


• 1M samples for any bin combination, 
900k x 8 = 7.2M training samples

Distribution of the injected signal significance, Zinj Distribution of the Maximal measured Z

• LEE pushes Z maximal to the right for 
low Z_inj


•Downward fluctuations push the high 
Z_inj to the left

Injected Z Z_max (PL)
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Znet3

23 N. KakatiWeizmann Institute of Science

Conv1D

(kernel=25)

Z valuesInput 

histogram

Concatenate

Skip conn
MLP

Mixes all representations

For each bin independently

Learns from the neighborhoods
Of different size from the raw input

x4

Conv1D

(kernel=15)

Conv1D

(kernel=9)

Conv1D

(kernel=3)

(nbins,1)

(nbins, nch_out)

(nbins,4 × nch_out + 1) (nbins,1)

nch_out = 64

Network indepnedent of the number of input bins!



• Agnostic to bin count 

• Sensitivity over broad dynamic range 
(#entries/bin [10,100K])  

• Stable 

→

ZNET 3 Performance

1 network

70 bins

50 bins

24

30 bins

ZPL − Zpredicted vs mass



• Performance quantified in terms of 


•  - maximal significance calculated via the 
likelihood ratio test


•  - The maximal predicted significance

Zmax
PL − Zmax

pred

Zmax
PL

Zmax
pred

Znet3 Performance
Synthetic Data

25

Zmax
PL

Zmax
pred

Bkg prediction



Quantifying NN Performance via a Confidence Belt
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• For a given Z_injected


• Plotting a histogram of Z_PL


• Taking  which correspond to 95% 
confidence level


• Plot it as a function of Z_injected

σ * 1.96
68%

95%

Z_injected
Z_PL



Confidence Interval

Quantifying NN Performance

27



Confidence Interval

Quantifying NN Performance
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Obsrving 5 sigma—>Z=4.8+-0.8



HEP Data
Distribution of the dielectron invariant mass for events passing the full selection [3]

[3] https://doi.org/10.17182/hepdata.88425.v3

• Search for high-mass dilepton resonances using 13  
of collision data collected at  with the 
ATLAS detector


• Generate data from extracted bkg distributions from the 
HEP paper using fitting functions suggested in the paper:  

fb−1

pp s = 13TeV

29

https://doi.org/10.17182/hepdata.88425.v3
https://doi.org/10.17182/hepdata.88425.v3


HEP Data

30

ZPL

Z p
re

d
−

Z P
L

μ = 0.36,σ = 1.32

Znet 3 performance: HEP data - all #bins

• Data generated using paper fit formula and parameters


• Same generating pipeline:


• Generate bkg


• Inject signal


• Fluctuate


• Calculate Z_PL


• Train


• Evaluate !"

Sample result (Znet 3 on HEP_100bins data)



Real Data example : Higgs - diphoton

31[4] http://arxiv.org/abs/arXiv:1207.7214

ZNET 3

http://arxiv.org/abs/arXiv:1207.7214
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Marcela in an Interview - the 90s
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• There is more energy in the Higgs vacuum than in any other known 
available energy resource.  Although it looks impossible right now,  
accessing  such energy source opens an impressive range of possibilities 
that are hard to conceive today.


• In order to understand the secret message encoded in the Higgs field and 
find out if this is possible, we need to examine the Higgs properties in 
great numerical detail, arguably until the absurdity.


• This will not demand hundreds of holes in the ground, like the extraction of 
other mineral resources do. A single hole may suffice.


• Many economic powers are interested in investing in the analysis of the 
Higgs properties. Those who don't invest today,  will be left behind 
tomorrow.  This has always happened to those who abandoned basic 
science.

35



36



 Happy Birthday M&C
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BACKUP 
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Znet - The Vanilla Proof of Context Network

39 N. KakatiWeizmann Institute of Science

Conv1D

(kernel=25)

Z valuesInput 

histogram

MLP

(nbins,1)

(nbins,4 × nch_out)
(nbins,1)

Conv1D

(kernel=1). . .

(nbins,1)

Kernel 25 20 15 10 5 1

64 32 32 16 8 1

Conv1d layer details

nch_out

Mixes all bins to all bins
yi = Wijxj + bi

Looks at neighboring bins,

And update the target bin



• Bin count dependance - Different network for different #bin


• 30,40,…,100 bins data sets —> 8 combinations


• Dynamic Range dependance 


• [10,1K], [10,10K], [10,100K] —> 3 combinations


• Network is not stable

The Vanilla ZNET Performance

24 networks

70 bins

50 bins30 bins

40

30 bins

ZNET was built with 24 networks, each for a different dynamic range and number of bins

its performance  showed dependence on both the injected signal and the mass



Real Data example : Higgs - diphoton
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• ATLAS significance -


• Znet 3 -


• PL -   


• In our case - only one sample of observable was counted, 
which leads to lower significance


• The difference between PL and Znet 3 is expected, within 
the confidence belt

[4] http://arxiv.org/abs/arXiv:1207.7214

ZNET 3

4.5σ

4.6σ

3.7σ

“

”

http://arxiv.org/abs/arXiv:1207.7214

