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The Electron-Ion Collider (EIC)

• World’s first collider of:
• Polarized electrons and polarized protons, 

• Polarized electrons and light ions (d, 3He), 
• Electrons and heavy ions (up to Uranium).

• The EIC will enable us to embark on a precision study of the nucleon 
and the nucleus at the scale of sea quarks and gluons, over all of the 
kinematic range that is relevant. 

• The EIC Yellow Report (Nucl.Phys.A 1026 (2022) 122447) describes 
the physics case, the resulting detector requirements, and the 
evolving detector concepts for the experimental program at the EIC. 

• BNL and Jefferson Lab will be host laboratories for the EIC 
Experimental Program. Leadership roles in the EIC project are shared. 

• EIC operations will start in about a decade. 
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Figure 1.1: Schematic layout of the planned EIC accelerator based on the existing RHIC
complex at Brookhaven National Laboratory.

electrons and ions and use sophisticated, large detectors to identify specific reac-
tions whose precise measurement can yield previously unattainable insight into
the structure of the nucleon and nucleus. The EIC will open a new window into
the quantum world of the atomic nucleus and allow physicists access for the first
time to key, elusive aspects of nuclear structure in terms of the fundamental quark
and gluon constituents. Nuclear processes fuel the universe. Past research has
provided enormous benefit to society in terms of medicine, energy and other ap-

Frontier accelerator facility in the U.S.

https://inspirehep.net/literature/1851258


2022–2023: Formation of ePIC Collaboration 
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ePIC Collaboration Meeting at Jefferson Lab 
in January 2023



General Purpose Detector for ePIC

4

Integrated interaction and detector region (+/- 40 m)
to get ~100% acceptance for all final state particles, and 
measure them with good resolution.

Overall detector requirements:
• Large rapidity (-4 < h < 4) coverage; and far beyond in far-forward detector regions. 
• Large acceptance solenoid of 1.7 T ( up to 2 T). 
• High control of systematics: luminosity monitor, electron and hadron polarimetry. 
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hadronic calorimeters

e/m calorimeters          
PID: ToF, DIRC,  

RICHMPG & MAPS trackers

solenoid coils



Lessons Learned About EIC Software

2016 – 2020 EIC Software Consortium (ESC)

2018 – now Software Working Group (SWG) in EIC User Group (EICUG) 

2019 – 2021 Yellow Report Initiative 

2021 – 2022 Detector Collaboration Proposals

2022 – now ePIC Collaboration 

2016 – now Workshop Series on Future Trends in Nuclear Physics Computing

2016 – now Software & Computing Round Table
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https://www.jlab.org/FTNPC
https://www.jlab.org/software-and-computing-round-table


Our Vision for Software & Computing at the EIC  

Software & computing are an integral part of our research:

• Goal We would like to ensure that scientists of all levels worldwide can participate in EIC analysis actively.
• User-Centered Design: To achieve this goal, we must engage the wider community in the development. 

Rapid turnaround of data for the physics analysis and to start the work on publications:  

• Goal: Analysis-ready data from the DAQ system. 

• Compute-detector integration using streaming readout, AI/ML, and heterogeneous computing. 
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“The purpose of computing is insight, not numbers.” Richard Hamming (1962)

Survey

Future Trends in Nuclear Physics Computing2

Survey among NP Ph.D. students and postdocs in 
preparation of ”Future Trends in NP Computing”  



Software is in a very early life stage. 

Common software projects based on Expression of Interest for EIC Software by wider community:

• Avoid duplication of the effort, e.g., workflows for distributed computing.
• Team up on challenges, e.g., running on heterogeneous computing resources.

Major Initiatives: 

• Yellow Report: Physics case, the resulting detector requirements, and the evolving detector concepts for the EIC: 
• Mainly fast simulations and full simulations of detector components. 
• Foundation for detector collaboration proposals. 

• Detector Collaboration Proposals: Very successful in large-scale, detailed full detector simulations:
• ATHENA successfully developed a modular software stack based on common NHEP software. 
• ECCE successfully leveraged familiar software. 
• “State of Software” surveys: Commonality! One software stack! 
• “Lessons Learned” meetings organized EICUG to identify commonality between ATHENA and ECCE and proceed 

with work one software stack. 
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https://eic.github.io/activities/eoi.html
https://arxiv.org/abs/2103.05419
https://www.bnl.gov/eic/CFC.php


One Software Stack for the EIC

• How to decide on our software stack? 
• How do we ensure we work towards to our vision for EIC Software? 
• How do we ensure we meet the needs of the EIC community? 

• Solution: Statement of Principles 
• Community process to define guiding principles for EIC Software. 
• Guiding principles define the requirements for EIC Software. 
• Endorsement by the international EIC community. 
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PDF version, Webpage

https://www.dropbox.com/s/l21sbvmx6fonsk4/EIC%20Software%20-%20Statement%20of%20Software%20Principles.pdf?dl=0
https://eic.github.io/activities/principles.html


Principle 1: DE&I
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Principle 2: Compute-Detector Integration 
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Provisions for streaming readout from the start. 



Compute-Detector Integration to Maximize Science

• Problem Data for physics analyses and the resulting publications available after O(1year) due to complexity of NP 
experiments (and their organization). 

• Alignment and calibration of detector as well as reconstruction and validation of events time-consuming. 

• Goal Rapid turnaround of data for physics analyses. 

• Solution Compute-detector integration using: 
• AI/ML for autonomous alignment and calibration as well as reconstruction in near real time, 
• Streaming readout for continuous data flow and heterogeneous computing for acceleration.  
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Front-End Front End 
data

Front-End Front End 
data

Front-End Front End 
data

Data Processor Analysis 
data Physics Analysis

100 Tbps 10 Tbps 0.1 TbpsData 
Flow: 



Streaming Readout: Trigger-Less Data Acquisition 

Definition of Streaming Readout
• Data is digitized at a fixed rate with thresholds and zero suppression applied 

locally. 

• Data is read out in continuous parallel streams that are encoded with 
information about when and where the data was taken. 

• Event building, filtering, monitoring, and other processing is deferred until 
the data is at rest in tiered storage. 
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Advantages of Streaming Readout
• Simplification of readout (no custom trigger hardware and firmware). 

• Continuous data flow provides detailed knowledge of background. 

• Streamline workflows and take advantage of other emerging technologies: 
• AI/ML for autonomous experimentation and control, 
• Heterogeneous computing. 



On-Beam Validation of Streaming Readout at Jefferson Lab
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Fig. 11 Diphoton invariant mass spectra. Top: standard
clustering algorithm (benchmark) and k-means, shown with
different configurations of the hyperparameters. Bottom: the
same with HDBSCAN.

gorithm to test the tuning of the hyperparameters (Fig.
11 shows only one particular case). For HDBSCAN we
also extend the clustering to the entire information avail-
able in the calorimeter (4D: x, y, t, E). Loose selection
criteria with fiducial cuts is applied consistently in all
cases in Fig. 11 to produce the corresponding dipho-
ton invariant mass spectra. With this simple and clean
dataset, the ⇡

0 yields obtained with the different meth-
ods are comparable, but k-means retained more back-
ground at lower mass value. As expected, the runtime
of k-means is comparable to the standard algorithm,
while HDBSCAN is 30% slower on average due to its
more complex calculations. On the other hand, HDB-
SCAN is a more suitable clustering strategy for more
complex data, as it handles high multiplicity, noise, and
complex topologies. No cuts on the membership proba-
bilities or outlier scores of the hits have been applied in
the HDBSCAN case — this is a promising opportunity
that is left for future studies. In Sec. 5.2.3, we will run
the AI-based clustering algorithms on data taken dur-
ing the SRO tests and provide a detailed description of
the accomplished analysis.

5 On-beam test results

5.1 Hall-D

Tests were performed parasitically during GlueX high-
luminosity runs with a 350 nA photon beam. The pro-
totype was irradiated with a 4.7GeV secondary elec-
tron beam centered with respect to the matrix central
crystal. Figure 12 shows a sketch of the experimental
setup.
Two different DAQ setups were used: triggered mode
(integrated into GlueX data acquisition), and streaming
readout. Tests with triggered DAQ were performed by
applying the same methodology described in Ref. [19].
The signal amplitude from each PMT was recorded by
an FADC whenever a lepton hit a PS hodoscope tile.
For SRO tests, each PMT signal was digitized by the
WaveBoard and streamed to TRIDAS software, where
a threshold equivalent to ⇠ 2GeV, defined a L1 event.

Fig. 12 Schematic of the prototype tests installed in the
Hall-D beamline behind the pair spectrometer

5.1.1 Data analysis and results

To validate the performance of the SRO DAQ chain, we
compared the energy resolution obtained in triggered
and SRO mode. The SRO data analysis was performed
within the JANA2 framework, where a dedicated clus-
tering algorithm was implemented. Fig. 13 shows the
energy spectrum of the nine channels. The effect of the
L1 threshold is clearly visible for the central crystal.

The selection algorithm identified events with a large
energy deposited in the central crystals (assumed to
be the EM shower seed) and summed all hits in the
other channels within a time window of 100 ns. A cut
on the energy-weighted x-y hit position was used to
exclude events hitting the side crystals after a rough
inter-channel energy calibration (the procedure is the
same as described later for triggered mode). The clus-
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Fig. 20 Distribution of �� invariant mass. The two peaks
were fit with Gaussian functions (red dashed lines) plus a
quadratic polynomial function for the background (blue line).
The green line represents the overall fit. As discussed in
Fig. 17, the lower mass peak corresponds to the Al window,
the larger mass peak to the Pb target.

second peak, determined by integrating the respective
Gaussian function from �3 to 3�, were found to be
966 ± 164 and 1378 ± 275, respectively. The latter is
in agreement within 30% of the theoretical expectation
for generated ⇡

0 by the interaction of the beam with
the lead target via real and virtual photoproduction
mechanisms. The former exceeds the expected yield re-
lated to the production from the two Al windows by a
factor ⇠ 4. This discrepancy could be due to the pres-
ence of other materials placed near the two Al windows
(e.g. glue, mechanical support) contributing to the ⇡

0

production and consequently increasing the measured
yield.

5.2.4 JLAB SRO-DAQ performance

During the Run-2 tests, a study of SRO DAQ perfor-
mance was conducted. From the front-end, a data rate
of about 800 MB/s per uplink was measured with no
data frame dropping (100% livetime). Since the setup
consisted of 3 VXS crates with 6 fiber uplinks, the total
data rate reached up to 4 GB/s.
To study the performance of the back-end, the front-
end thresholds and TriDAS parameters (i.e. the num-
ber of instances of HMs and TCPUs) were varied. Dur-
ing tests, the memory occupancy and the CPU load per
TriDAS process were checked against the data through-
put. An uneven distribution of data sources was found
to have a significant impact on TriDAS performance.
This is not a surprise, since the system was originally

designed for a neutrino telescope, where all detection
elements produce almost the same data throughput,
providing a well distributed and balanced load to the
HM. The best performance was achieved with a single
memory assignment to fulfill the requirements of ev-
ery instantiated HM. However, throughput homogene-
ity is not guaranteed in CLAS12 streams. The topol-
ogy of the physics events created sizeable gradients in
the throughput across different sectors of the FT-CAL
and FT-HODO detectors. The first version of the Tri-
DAS implementation, which is not yet optimized, han-
dles this problem by dimensioning all memory buffers
according to the maximum size necessary to accommo-
date the largest data stream. This of course biases the
measured memory occupancy.
The front-end thresholds were varied to provide a data
throughput ranging from a few tens of Mbit/s up to al-
most 100Mbit/s. The HM processes were instantiated
on one Linux server with 48 cores, 1 GHz each and
64 GB RAM. The number of HM instances per run
were raised from 5 HMs, 10 HMs and 20 HMs. The de-
tector was subdivided in 5, 10 and 20 sectors, accord-
ingly. The CPU load increased almost linearly with the
number of HM instances, 500%, 850% and 1600%, re-
spectively. This is implicit in the multi-threaded design
of TriDAS. Meanwhile, the HM memory occupancy re-
mained almost constant at about 12–1 GB per run. This
is consistent with the 500 kB/channel/timeslice buffer
size, and the fact that the number of HMs is inversely
proportional to the number of served channels per HM,
which is the total number of FT+Hodo channels, i.e. a
constant on the order of ⇠ 500.
Ten instances of TCPUs, each capable of handling 5
timeslices at time, run on two CPU servers. As men-
tioned in Sec. 4.3, the TCPU implements different trigger-
level algorithms. The Level 1 performance was found
to be strongly affected by hit sorting in the considered
timeslice. The profiling of this nonlinear performance
was reported in [11]. The Level 2 trigger was not al-
ways used, in order to determine the impact of running
TriDAS with or without the JANA algorithms. The
CPU load per TCPU instance ranged from 400% with-
out any JANA trigger, to 800% including the standard
clustering, the 1 : 10 scaler and the minimum bias selec-
tion algorithms, and, up to 1600% when processing the
AI clustering. Generally the memory usage remained
within 20–24 GB. However, it doubled when running
the AI algorithm, indicating the need for optimization.

Tests included AI-supported real-time tagging and selection algorithms (Eur.Phys.J.Plus 137 (2022) 8, 958)

• Standard operation of Hall-B CLAS12 
with high-intensity electron-beam 

• Streaming readout of forward tagger 
calorimeter and hodoscope

• Measurement  of inclusive π0

hadronproduction

• Prototype of EIC PbWO4 crystal 
EMCAL in Hall-D Pair Spectrometer

• Calorimeter energy resolution of SRQ 
compatible with triggered DAQ.

https://inspirehep.net/literature/2029146


Principle 3: Heterogeneous Computing
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Our design should be resilient against changing requirements, which 
we can accomplish by building a toolkit of orthogonal components. 

Software design should not limit what systems we can run on. 



Principle 4: User-Centered Design
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Users should not need to know the entire toolchain to 
make meaningful contributions to a single component. 



User-Centered Design 

• State of Software Survey: Collected information on software tools and practices during the Yellow Report Initiative. 

• As part of the State of Software Survey, we asked for volunteers for focus-group discussions: 
• Students (2f, 2m), Junior Postdocs (2f, 3m), Senior Postdocs (2f, 3m), Professors (5m), Staff Scientists (2f, 3m), Industry (2f, 2m)

• Results from the six focus-group discussions: 
• Extremely valuable feedback, documented many suggestions and ideas. 
• Developed user archetypes with Communication Office at Jefferson Lab and UX Design Consultant:

• Repeated State of Software Survey after detector collaboration proposals: 
• The regular software census will be essential to better understand and quantify software usage throughout the EIC 

community. During the next survey, we will also ask on feedback on the user archetypes. 
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User Archetypes: Input to software developers 
as to which users they are writing software for: 
• Software is not my strong suit. 
• Software as a necessary tool. 
• Software as part of my research. 
• Software is a social activity. 
• Software emperors.

https://github.com/eic/documents/blob/master/reports/general/SWG-Survey-202102.pdf


User-Centered Design
• Software census
• Focus groups and user archetypes
• Develop testing community

Data and Analysis Preservations
• User analysis code/software registry
• Tutorials on reproducible analyses

Discoverable Software
• Single point of entry
• Feasible option for >80% of EIC simulations 

and analyses
• Spack as package manager

Workflows
• Template repositories for key analyses
• Template repositories for validation workflows

User-Centered Design: Listen to Users, and/then Develop Software
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Principle 5: Open, Simple, and Self-Descriptive Data Formats
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Principle 6: Reproducible Software
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Data and analysis preservation is a hard problem, rarely 
effectively addressed. We will consider this from the start.



Principle 7: Community 

HEP-CCE All-Hands Meeting, April 11, 2023. 20

Focus on actual content. 



Principle 8: Development and Operation 
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We have deliverables for each of the CD milestones. We will ensure our new development goes hand-
in-hand with continuous reliability to ensure the EIC detector and its science program are successful. 

Our modular approach will facilitate controlled and reproducible incrementalism. 



Software for the Realization of the            Experiment 
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Our software design is based on lessons learned in the worldwide NP and HEP community and a decision-making 
process involving the whole community. We will continue to work with the worldwide NP and HEP community. 

Edm4eic data model based on edm4hep and podio.
Geometry Description and Detector Interface using DD4hep.

MC Event 
Generators

Detector 
Simulations in 

Geant4

Readout 
Simulation 

(Digitization)

Reconstruction
in JANA2

Physics
Analyses

Modular Simulation, Reconstruction, and Analysis Toolkit using tools from the NP-HEP community   

Continuous Integration for Detector and Physics Benchmarks and Reproducibility

We are providing a production-ready software stack throughout the development:
• Milestone: Software enabled first large-scale simulation campaign for ePIC. 

We have a good foundation to meet the near-term and long-term software needs for ePIC. 

https://wiki.bnl.gov/EPIC/index.php?title=EIC_Single_Software_Stack_2022


Distributed Computing Model 
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ePIC

Facility B 

Universities

Universities

Universities

Universities

Universities

Universities

Universities

Echelon 0

Echelon 1
(host labs)

Echelon 3

domestic + international

Echelon 3

domestic + internationalFacility C

BNL Jefferson Lab

Facility A 

Echelon 2
domestic + internationalHEP-CCE All-Hands Meeting, April 11, 2023.

Nearly all storage (raw data, reconstructed data, 
simulated data) is stored across Echelon 1 sites.

Universities



Software & Computing is Ultimately About Science 
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Next-Generation Simulations and Analysis Tools for High-Precision Measurements:
• We will collaborate with the international community on the accurate modeling of physics and background 

processes as well as their interplay with the ePIC detector.
• We will collaborate with the international community on data science for the EIC.

User-Centered Design:
• We will enable scientists of all levels worldwide to actively participate in the EIC science program, keeping the 

barriers low for smaller teams.
• We will engage the international community in our design and development.

We need to work together on great software for great science, on a global scale and with other fields: 

Data and Analysis Preservation:
• The success of the EIC science program depends on fully reproducible, re-usable, and re-interpretable analyses.
• We will make steady progress with data and analysis preservation, building on the experience and expertise of the 

international community. 



AI4EIC

AI/ML already has an important presence in EIC with many prototypes, e.g., for detector 
optimization or reconstruction methods using ML. 
• Overview: Colloquium: Machine learning in NP
• AI4EIC 2021 and 2022 workshops with 200+ participants each

To explore and develop the full potential of AI/ML for the EIC, we as a community need to move 
from prototyping to production and add promising AI/ML solutions into our workflows. 
• Promising candidate: Detector optimization using ML.
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https://eic.ai

https://inspirehep.net/literature/1984754
https://eic.ai/workshops
https://eic.ai/


R&D Towards Next-Generation Detector Simulations
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Detector 
Simulation

• EIC focused project
• Turn-key application
• Built on top of Geant4 for full and fast simulations 
• With library of potential detector option

Project • Support for high concurrency heterogeneous architectures and fast simulations 
integrated with full detector simulations allows to leverage AI/ML in Geant4.

• Next phase in concurrent Geant4: Sub-event parallelism.

Requirements • Ease of leveraging new and rapidly evolving technologies:
• AI/ML to accelerate simulations 
• Heterogeneous architectures: 

• AI/ML is the best near term prospect for using LCF/Exascale effectively. 
• Ease of switching detector options 
• Ease of switching between detailed and coarse detector descriptions



MC4EIC
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Monte Carlo Simulation of 

• electron-proton (ep) collisions,  

• electron-ion (eA) collisions, both light and heavy ions, 

• including higher order QED and QCD effects, 

• including a plethora of spin-dependent effects.  

Common challenges, e.g. with DUNE or HL-LHC: High-
precision QCD measurements require high-precision 
simulations. 

Unique challenges MCEGs for electron-ion collisions and 
spin-dependent measurements, including novel QCD 
phenomena (e.g., GPDs or TMDs). 
Will result in deeper understanding of QCD factorization and 
evolution, QED radiative corrections, hadronization models 
etc. 

Cross-cutting aspects of MCEG R&D
in NHEP (arXiv:2203.11110)

https://arxiv.org/abs/2203.11110


HEP-CCE Questionnaire 

1) Have you updated your resource projections for the next decade? Have you identified "pain 
points" that require significant R&D?

We will be studying deep-inelastic scattering at high luminosity but low center-of-mass energies, 
as shown in on comparison slide 29. In the final state, we expect either O(10) particles or one jet 
per interaction, which will occur every few bunch crossings.

We are currently developing a streaming computing model for ePIC, and we expect to have a 
better estimate of our resource needs once the model is fully developed. In the meantime, please 
refer to the early estimate from the detector collaboration proposals, which is shown on slide 30.
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EIC Science Parameters 

Versatile range of
• Beam energies: √sep range  ~20 to ~100 GeV 

upgradable to ~140 GeV
• Beam polarizations for electrons, protons and 

light ions (longitudinal, transverse, tensor), at 
least ~70% polarization

• Ion beam species: D to heaviest stable nuclei 

High luminosity 
• 100 to 1000 times HERA luminosity

HEP-CCE All-Hands Meeting, April 11, 2023. 29 Bernd Surrow

Luminosity / CME / Kinematic coverage 

Spinning Glue: QCD and Spin
!19

XXVI International Workshop on DIS and Related Subjects - DIS2018 
Kobe, Japan, April 16-20, 2018

Background - The EIC Facility Concepts

arXiv:1212.1701

ep

The 12 GeV upgrade of CEBAF at JLab and the COMPASS at CERN will initiate such
studies in predominantly valence quark region. However, these programs will be dramati-
cally extended at the EIC to explore the role of the gluons and sea quarks in determining
the hadron structure and properties. This will resolve crucial questions, such as whether
a substantial “missing” portion of nucleon spin resides in the gluons. By providing high-
energy probes of partons’ transverse momenta, the EIC should also illuminate the role of
their orbital motion contributing to nucleon spin.

The Spin and Flavor Structure of the Nucleon

An intensive and worldwide experimen-
tal program over the past two decades has
shown that the spin of quarks and antiquarks
is only responsible for ⇠ 30% of the pro-
ton spin. Recent RHIC results indicate that
the gluons’ spin contribution in the currently
explored kinematic region is non-zero, but
not yet su�cient to account for the missing
70%. The partons’ total helicity contribu-
tion to the proton spin is very sensitive to
their minimum momentum fraction x acces-
sible by the experiments. With the unique
capability to reach two orders of magnitude

lower in x and to span a wider range of mo-
mentum transferQ than previously achieved,
the EIC would o↵er the most powerful tool
to precisely quantify how the spin of gluons
and that of quarks of various flavors con-
tribute to the protons spin. The EIC would
realize this by colliding longitudinally polar-
ized electrons and nucleons, with both inclu-
sive and semi-inclusive DIS measurements.
In the former, only the scattered electron is
detected, while in the latter, an additional
hadron created in the collisions is to be de-
tected and identified.
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Figure 1.2: Left: The range in parton momentum fraction x vs. the square of the momentum
transferred by the electron to the proton Q

2 accessible with the EIC in e+p collisions at two
di↵erent center-of-mass energies, compared to existing data. Right: The projected reduction
in the uncertainties of the gluon’s helicity contribution �G vs. the quark helicity contribution
�⌃/2 to the proton spin from the region of parton momentum fractions x > 0.001 that would
be achieved by the EIC for di↵erent center-of-mass energies.

Figure 1.2 (Right) shows the reduction in
uncertainties of the contributions to the nu-
cleon spin from the spin of the gluons, quarks
and antiquarks, evaluated in the x range

from 0.001 to 1.0. This would be achieved by
the EIC in its early operations. In future, the
kinematic range could be further extended
down to x ⇠ 0.0001 reducing significantly
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The 12 GeV upgrade of CEBAF at JLab and the COMPASS at CERN will initiate such
studies in predominantly valence quark region. However, these programs will be dramati-
cally extended at the EIC to explore the role of the gluons and sea quarks in determining
the hadron structure and properties. This will resolve crucial questions, such as whether
a substantial “missing” portion of nucleon spin resides in the gluons. By providing high-
energy probes of partons’ transverse momenta, the EIC should also illuminate the role of
their orbital motion contributing to nucleon spin.

The Spin and Flavor Structure of the Nucleon

An intensive and worldwide experimen-
tal program over the past two decades has
shown that the spin of quarks and antiquarks
is only responsible for ⇠ 30% of the pro-
ton spin. Recent RHIC results indicate that
the gluons’ spin contribution in the currently
explored kinematic region is non-zero, but
not yet su�cient to account for the missing
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Estimates from ECCE Computing Plan
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HEP-CCE Questionnaire 

2) What is the role of HPC systems in your experiment today? Are you planning to increase this 
role in the future? Do you envision significant changes in your computing strategy that do not 
involve HPC?

We have utilized HPC systems for pattern recognition with high-granularity detectors (using 
ALCF/Polaris), and the related detector optimization. Currently, we envision using HPC systems 
aimed at burst level calculation, including AI/ML training, detector optimization, etc. We will also 
consider using HPC resources to aid in autonomous detector alignment and calibrations.

We plan to utilize both HPC and HTC resources for data processing and analysis for the EIC. It is 
difficult to predict the exact role that HPC will play in the future beyond its applications in AI/ML. 
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QuantOm - 3D Imaging of Quarks and Gluons using ML and Exascale
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3D DISTRIBUTIONS EXTRACTED FROM DATA
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Figure 8. The down quark TMD PDF in b-space(left) and kT -space(right) presented at different values of

x. The color shows the size of the uncertainty relative the value of distribution.

6 Conclusions

We have extracted the unpolarized transverse momentum dependent parton distribution function
(TMDPDF) and rapidity anomalous dimension (also known as Collins-Soper kernel) from Drell-Yan
data. The analysis has been performed in the ⇣-prescription with NNLO perturbative inputs. We
have also provided an estimation of the errors on the extracted functions with the replica method.
The values of TMDPDF and rapidity anomalous dimension, together with the code that evaluates
the cross-section, are available at [45], as a part of the artemide package. We plan to release grids
for TMDPDFs extracted in this work also through the TMDlib [69].

Theoretical predictions are based on the newly developed concepts of ⇣-prescription and op-
timal TMD proposed in ref. [27]. This combination provides a clear separation between the non-
perturbative effects in the evolution factor and the intrinsic transverse momentum dependence.
Additionally, the ⇣-prescription permits the usage of different perturbative orders in the collinear
matching and TMD evolution. For that reasons, the precise values of the rapidity anomalous di-
mension (±1%(4%, 6%) accuracy at b = 1(3, 5) GeV�1) are relevant for any observable that obeys
TMD evolution.

In our analysis, we have included a large set of data points, which spans a wide range of
energies (4 < Q < 150 GeV) and x (x > 10�4), see fig. 1. The data set can be roughly split into
the low-energy data, which includes experiments E288, E605, E772 and PHENIX at RHIC, and
the high-energy data from Tevatron (CDF and D0) and LHC (ATLAS, CMS, LHCb) in similar
proportion. To exclude the influence of power corrections to TMD factorization we consider only
the low-qT part of the data set, as described in sec. 3. A good portion of data is included in the fit
of TMD distributions for the first time, that is the data from E772, PHENIX, some parts of ATLAS
and D0 data. For the first time, the data from LHC have been included without restrictions (the
only previous attempt to include LHC data in a TMDPDF fit is [13], where systematic uncertainties
and normalization has been treated in a simplified manner). We have shown that the inclusion of
LHC data greatly restricts the non-perturbative models at smaller b (b . 2 GeV�1) and smaller x

(x . 0.05), and therefore they are highly relevant for studies of the intrinsic structure of hadrons.
A detailed comparison of fits with and without LHC data has been discussed in sec. 5.

The extracted TMDPDF shows a non-trivial x-dependence that is not dictated only by the
collinear asymptotic limit of PDFs. In particular, we find that the unpolarized TMDPDF is bigger
(in impact parameter space) at larger x, see fig. 7. This indirectly implies a smaller value of the
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Fig. 6  The transverse-momentum distribution may be di!erent for quarks of 
di!erent "avors. There are some indications that the up-quarks are closer to 
the center than the down-quarks. The above pictures are compatible with 
existing data.
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Fig. 7  Polarization-averaged distributions, as in #gs. 4 and 5, are cylindrically 
symmetric. But when the spin of the nucleon is taken into account (indicated 
by the white arrow in the plots), the distribution can be distorted. These 
images are elaborated starting from real data and show that the distortion for 
up- and down-quarks is opposite (see, e.g., [19, 20]). Large uncertainties are 
still a!ecting these pictures.
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HEP-CCE Questionnaire 

3) If this particular issue is a concern, what is your strategy for increasing heterogeneity (ARM 
vs. x86, NVIDIA vs. AMD, FPGAs, ML accelerators)?

We currently have done exploratory work integration accelerators in our main simulation and 
reconstruction workflow. This includes abstraction layers such as alpaka to maintain flexibility. We 
also conducted initial studies optimizing topological clustering algorithms using SYCL. 

We fully support x86 and ARM architectures in our software stack. 

Part of this topic also ties in with the streaming computing model for ePIC, which is currently 
under active development in the collaboration.
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HEP-CCE Questionnaire 

4) What are the experiment priorities for algorithmic R&D (e.g., pattern recognition, simulation, 
generators, data management, and analysis pipelines), and what are the associated strategies 
(e.g., physics optimization, parallelization, ML, dedicated resources)?

• Accelerate the workflow for detector design optimization, 
• Reconstruction for the holistic detector with strict modularity between the framework and its 

interfaces and the reconstruction algorithms, 
• Reconstruction algorithms for particle identification, e.g., Cherenkov detectors, 
• Reconstruction algorithms on event-level combining responses from various detector 

components, 
• Automated validation of simulation.  
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HEP-CCE Questionnaire 

5) What are the experiment strategies for I/O and storage optimization from physics-driven 
data reduction (e.g., nanoAODs) to lossy compression and network and storage-driven 
workflow optimization (e.g., dynamic replicas, tape vs. disk, intelligent networks)?

The strategy for the initial data reduction off the detector is closely tied in with the streaming 
computing model for ePIC, which is under active development. 

Our event data model is based off EDM4hep using the PODIO toolkit. 

We currently envision a multi-tiered set of reconstruction outputs tailored to specific observables 
and physics analyses. 

The actual strategy for I/O and storage optimizations for ePIC are yet to be determined. We 
envision using distributed data storage powered by Rucio.
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HEP-CCE Questionnaire 

6) What else is important to know about your experiment computing needs?

We are at an early stage and would like to work together on great software for great science, on 
a global scale and with other fields. 
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ePIC Software & Computing Effort

Software and Computing Coordinator: Markus Diefenthaler 
+ Deputy Coordinator Operations: Wouter Deconinck 
+ Deputy Coordinator Development: Sylvester Joosten 
+ Deputy Coordinator Infrastructure: Torre Wenaus 

Reach Out

mailto:mdiefent@jlab.org?subject=ePIC%20Software%20&%20Computing
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Electron-Ion Collider:
Software & Computing Markus Diefenthaler

mdiefent@jlab.org

• Software & Computing play an evergrowing role in 
modern science, including NP, HEP, and related fields. We 
will work together, globally and with other fields, to 
realize the science program for the EIC. 

• We have a vision and guiding principles for EIC Software 
& Computing and laid the foundation of the ePIC
software stack that enabled the first ePIC large-scale 
simulation campaign. 

• Many cross-cutting aspects with NHEP: 
• AI/ML and heterogenous computing for next-

generation simulations, 
• MCEGs development, 
• Streaming readout, AI/ML, heterogeneous computing 

for rapid turnaround of data for the physics analysis. 


