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Ø Processes involving W/Z  bosons and jets are standard candle for precision 
measurements and theory at LHC

Ø They allow to:
Ø Test precisely perturbative Quantum ChromoDynamics (pQCD) 
Ø Measure fundamental parameters of the Standard Model (SM)
Ø Improve our understanding of Parton Distribution Functions (PDFs)
Ø Provide important inputs to simulations

Ø The following recent results from ATLAS and CMS are presented:
Ø 𝛼! extraction at Z pole from Z pT at 𝑠 = 8 TeV - ATLAS-CONF-2023-015
Ø Transverse energy-energy correlation (TEEC) and its angular asymmetry (ATEEC) at 

𝑠 = 13 TeV - 2301.09351
Ø Inclusive jet production at 𝑠 = 13 TeV - JHEP 02 (2022) 142 
Ø Dijets production at 𝑠 = 13 TeV - CMS-PAS-SMP-21-008

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2023-015/
https://arxiv.org/abs/2301.09351
https://arxiv.org/abs/2111.10431
https://cms-results.web.cern.ch/cms-results/public-results/preliminary-results/SMP-21-008/index.html
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Ø Strong coupling constant 𝜶𝑺 is the least 
well known in nature

Ø Dominant uncertainties to precision 
measurements of Higgs coupling at LHC 
or EW precision observables at 𝑒"𝑒#
colliders

Ø Non-zero value of Z pT arises from initial 
state radiations from incoming partons
due to momentum conservation

Ø The peak position of Z pT and above is 
sensitive to 𝒂𝑺(𝒎𝒁)
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Ø Evaluate 𝜒%(𝛼&) with 𝛼& variations in 
LHAPDF
Ø Include experimental (𝛽",$%&) and PDF 

uncertainties (𝛽',()) in the 𝜒*(𝛼!)
definition

Ø For each value of 𝛼!, 𝛽',() terms explore 
the PDF space to find the best fit to Z pT
data

Ø aN3LO MSHT20 PDF set is used for            
the 𝛼! extraction

Ø Fit Z pT < 29 GeV region
Ø Non-perturbative form factor (affecting 

Z pT < 5 GeV) is added with 
unconstrained nuisance parameter

Ø 𝛼&(𝑚') extracted by fitting the 2D (pT, y) 
cross section in full lepton phase space

Ø 𝝌𝟐/ndf = 82/72

scale `� , and evolved backward using the N3LO solution of the evolution equation. The number of active
flavours is set to five in all the coefficients entering the calculation, and in the evolution of the PDFs. The
charm and bottom PDFs are asymptotically switched off in the backward evolution when approaching their
corresponding thresholds.

The predicted cross sections depend on three unphysical scales: the renormalization scale `', the
factorization scale `� , and the resummation scale &, which parameterizes the arbitrariness in the
resummation procedure. The central value of the scales is set to the quadratic sum of <✓✓ and ?T.

The effect of initial-state radiation of photons on the transverse-momentum shape is estimated at leading
logarithmic accuracy with P�����8 [57] and the AZ tune of parton shower parameters [22], and applied as a
bin-by-bin multiplicative correction factor. Initial-state radiation of photons at next-to-leading logarithmic
accuracy [58] is used to validate the P�����8 predictions. Higher-order effects to the cross section
normalisation from QED initial-state radiation and from electroweak virtual corrections are considered at
next-to-leading order. These are directly computed using the code from Ref. [59], and are in agreement
with the results from other calculations benchmarked in the LHC EW working group. At the / pole, the
virtual effects decrease the predicted cross-sections by 0.8%, while the QED initial-state effects increase
them by 0.4%. These corrections are found to be independent of rapidity. Higher-order electroweak
corrections are expected to be very small at the /-boson pole, and neglected3.

The statistical analysis for the determination of Us(</ ) is performed with the xFitter framework [60].
The value of Us(</ ) is determined by minimising a j

2 function which includes both the experimental
uncertainties and the theoretical uncertainties arising from PDF variations:
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The correlated experimental and theoretical uncertainties are included using the nuisance parameter vectors
Vexp and Vth, respectively. Their influence on the data and theory predictions is described by the �exp

8 9

and �th
8: matrices. The index 8 runs over all #data data points, whereas the indices 9 and : correspond

to the experimental and theoretical uncertainty nuisance parameters respectively. The measurements
and the uncorrelated experimental uncertainties are given by f

exp
8 and �8 , respectively, and the theory

predictions are f
th
8 . The matrices �exp

8 9 encode all the information of the experimental covariance matrix of
the measured double-differential cross sections as functions of transverse momentum and rapidity of the /

boson. The matrices �th
8: cover the nuisance parameters of the PDF Hessian uncertainties, and parameters

of the non-perturbative form factor, which are left free in the fit by adding unconstrained variations. The
dependence of PDFs on the value of Us(</ ) is accounted for by using corresponding Us-series of PDF
sets, which are provided for seven fixed values of Us(</ ) in the range 0.114 < Us(</ ) < 0.120. At each
value of Us(</ ), the PDF uncertainties are Hessian profiled and the j

2 function is minimised by solving a
system of linear equations, according to Eq. (1) [61], whereas the different values of j2 as a function of
Us(</ ) are minimised through a polynomial interpolation to determine Us(</ ).

3 The electroweak parameters are set according to the ⌧` scheme, in which the Fermi coupling constant ⌧F, the ,-boson
mass <, , and the /-boson mass </ are set to the input values ⌧F = 1.1663787 · 10�5 GeV�2, <, = 80.385 GeV,
</ = 91.1876 GeV [16], whereas the weak-mixing angle and the QED coupling are calculated at tree level.
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Figure 4: Ratios of double-differential measured cross sections as functions of transverse-momentum and rapidity
of the / boson to post-fit predictions. The blue band shows the PDF uncertainties of the predictions pulled and
constrained by the fit, the orange band show the quadratic sum of PDF and all other theoretical uncertainties. The
measured cross sections are corrected by the post-fit pull of the luminosity uncertainty, the vertical error bars show
the experimental uncertainties of the measurement. The dashed lines show post-fit predictions in which Us (</ ) is
varied by ±0.002 and all other parameters are kept fixed.
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Figure 4: Ratios of double-differential measured cross sections as functions of transverse-momentum and rapidity
of the / boson to post-fit predictions. The blue band shows the PDF uncertainties of the predictions pulled and
constrained by the fit, the orange band show the quadratic sum of PDF and all other theoretical uncertainties. The
measured cross sections are corrected by the post-fit pull of the luminosity uncertainty, the vertical error bars show
the experimental uncertainties of the measurement. The dashed lines show post-fit predictions in which Us (</ ) is
varied by ±0.002 and all other parameters are kept fixed.
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Figure 3: Determination of Us (</ ) at various different orders in the QCD perturbative expansion, using the MSHT20
PDF set. The filled area represents missing higher order uncertainties estimated through scale variations, the vertical
error bars include experimental and PDF uncertainties.

Table 1: Summary of the uncertainties for the determination of Us (</ ).

Experimental uncertainty +0.00044 -0.00044
PDF uncertainty +0.00051 -0.00051

Scale variations uncertainties +0.00042 -0.00042
Matching to fixed order 0 -0.00008
Non-perturbative model +0.00012 -0.00020

Flavour model +0.00021 -0.00029
QED ISR +0.00014 -0.00014

N4LL approximation +0.00004 -0.00004

Total +0.00084 -0.00088

quoted uncertainty. The inclusion of NLO electroweak corrections yields a shift on Us(</ ) of +0.00006,
uncertainties related to missing electroweak higher orders are considered negligible.

Uncertainties related to the numerical approximation or the incomplete knowledge of some of the coefficients
required for N4LL accuracy of ?T-resummation are estimated to contribute at the level of ±0.00004, with
the largest contribution coming from the numerical approximation of the cusp anomalous dimension at
five loops [39], and from the incomplete knowledge of the hard-collinear contributions at four loops [42].
Uncertainties due to the numerical approximation of the four loop splitting functions are already included
in the MSHT20 PDF uncertainties.

A summary of the uncertainties in the determination of Us(</ ) is shown in Table 1.

The goodness of fit is assessed by computing the value of the j
2 function with the theory predictions
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Figure 5: Comparison of the determination of Us (</ ) from the /-boson transverse-momentum distribution with
other determinations at hadron colliders [17, 18, 20, 21], with the PDG category averages [3], with the lattice QCD
determination [10], and with the PDG world average.

determination with simultaneous determination of PDFs and strong-coupling constant. The measured
value of Us(</ ) = 0.11828+0.00084

�0.00088 is compatible with other determinations and with the world-average
value, as illustrated in Fig. 5.

Among experimental determinations, this is the most precise to date and the first based on N4LLa+N3LO
predictions in perturbative QCD. This result marks the start of a new era in precision studies of QCD with
the Drell-Yan process. The strong-coupling constant can be investigated with higher precision and in higher
energy regimes with future larger datasets.
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ATLAS CONF Note

ATLAS-CONF-2023-015
23rd March 2023

A precise determination of the strong-coupling

constant from the recoil of ` bosons with the ATLAS

experiment at
p
s = 8 TeV

The ATLAS Collaboration

The coupling constant of the strong force is determined from the transverse-momentum
distribution of / bosons produced in proton-proton collision at the LHC and recorded by
the ATLAS experiment. The /-boson cross sections are measured in the full phase space of
the decay leptons using 15 million electron and muon pairs, in dataset corresponding to an
integrated luminosity of 20.2 fb�1. The analysis is based on predictions evaluated at third
order in perturbative QCD, supplemented by the resummation of logarithmically-enhanced
contributions in the small transverse-momentum region of the lepton pairs. The determined
value of the strong coupling at the reference scale corresponding to the /-boson mass is
UB (</ ) = 0.11828+0.00084

�0.00088. This is the most precise experimental determination of UB (</ )

achieved so far.

© 2023 CERN for the benefit of the ATLAS Collaboration.
Reproduction of this article or parts of it is allowed as specified in the CC-BY-4.0 license.

Ø First 𝜶𝑺(𝒎𝒁) determination based on 
aN4LL+N3LO predictions

Ø 𝛼&(𝑚') determined at lower orders à
good perturbative series convergence

Ø Most precise experimental determination 
of 𝛼&(𝑚')

Ø As precise as the PDG and Lattice WA
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Ø TEEC as transverse-energy-energy-weighted distribution of the azimuthal 
differences between jet pairs

Ø ATEEC as azimuthal asymmetry of forward (cos𝜙 > 0) and backward (cos𝜙 <
0) TEEC parts

1 Introduction

MultÚet final states, produced in proton–proton (??) collisions with large momentum transfer at the LHC
provide an ideal testing ground for perturbative Quantum Chromodynamics (pQCD). Event shapes [1, 2] are
a class of observables defined as functions of the final-state particles four-momenta, which characterise the
hadronic energy flow in a collision. They can be used to precisely test pQCD calculations and additionally to
extract the value of the strong coupling constant, Us. Event shape variables were measured in 4

+
4
� collision

experiments from PETRA and PEP [3–5] to LEP and SLC [6–10], at the 4? collider HERA [11–15] and in
hadron–hadron collisions at the Tevatron [16] and the LHC [17–19].

A particularly interesting, infrared safe, event-shape observable is the energy–energy correlation (EEC)
function, which was originally introduced for 4+4� annihilation experiments [20, 21]. The EEC function
and its associated azimuthal asymmetry (AEEC) can be calculated in pQCD, and the O(U

2
s ) corrections are

modest [22–26]. They were also studied in the nearly back-to-back limit [27]. The EEC measurements [28–
40] have had significant impact on the early precision tests of QCD and in the determination of the strong
coupling constant.

Transverse energy–energy correlations (TEEC) and their associated azimuthal asymmetries (ATEEC) were
proposed as the appropriate generalisation for hadron collider experiments in Ref. [41], where leading-order
(LO) predictions were also presented. In experiments with incoming hadrons, observables that are invariant
with respect to boosts along the direction of the beam axis are beneficial. As jet-based observables, the
TEEC and ATEEC make use of the jet transverse energy ⇢T = ⇢/cosh H, where ⇢ is the jet energy and
H is the jet rapidity. The TEEC function is defined as the transverse-energy-weighted distribution of the
azimuthal di�erences between jet pairs in the final state [42], i.e.

1
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where the last expression is valid for a sample of # multÚet events, labelled by the index �, and the indices
8, 9 and : run over all jets in a given event. Here, GT8 = ⇢T8/

Õ
: ⇢T: is the normalised transverse energy of

jet 8, i8 9 is the angle in the transverse plane between jet 8 and jet 9 and X(G) is the Dirac delta function,
which ensures q = i8 9 . The normalisation to the total dÚet cross-section, f, ensures that the integral of the
TEEC function over cos q is unity.

To cancel out uncertainties that are symmetric in cos q, the ATEEC function is defined as the di�erence
between the forward (cos q > 0) and the backward (cos q < 0) part of the TEEC function, i.e.
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Both the TEEC and ATEEC functions are sensitive to gluon radiation and show a clear dependence on the
strong coupling. Numerical results at next-to-leading order (NLO) for the jet-based TEEC function were
obtained [43] by using the N�����++ program [44, 45], which provides the LO and NLO calculations for
three-jet production. Furthermore, numerical results for the hadron-based TEEC function at next-to-leading
order plus next-to-next-to-leading-logarithmic (NLO+NNLL) accuracy were computed recently [46].

The ATLAS Collaboration has presented measurements of the TEEC and ATEEC functions at centre-of-
mass energies of

p
B = 7 TeV [47] and

p
B = 8 TeV [48], determining Us as a function of the interaction
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ATLAS TEEC and ATEEC measurements
• Transverse energy-energy correlation (TEEC) as transverse-energy-energy-weighted distribution of the

azimuthal di�erences between jet pairs
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• Transverse energy-energy correlation asymmetry (ATEEC) as azimuthal asymmetry of forward (cos „ > 0)
and backward (cos „ < 0) TEEC parts
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ATLAS, arXiv:2301.09351
• Both TEEC and ATEEC are sensitive to gluon radiation and strong coupling constant –s (Q)
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Both TEEC and ATEEC are 
sensitive to gluon radiation 

and strong coupling 
constant 𝜶𝑺(𝑸)
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Ø Extended energy range, improved 
experimental precision
Ø Dominated by JER+JES and MC modelling

Ø NNLO pQCD calculations applied for the 
first time in 2 à 3 jets process
Ø Visible reduction of theory uncertainties
Ø Scale uncertainties reduced by 1/3 with 

new NNLO predictions

(A)TEEC analysis details
• Proton-proton collisions

Ô
s = 13 TeV, 139 fb≠1, FullRun2 Dataset, Unfolded data to particle level,

(57.5 M events after selection)
• Anti-kT R = 0.4 calibrated particle-flow jets

• pT > 60 GeV
• |÷| < 2.4
• HT,2 = pT,1 + pT,2 > 1 TeV

• Extended energy range, improved experimental
precision

• Dominated by JES+JER and MC modeling
• NNLO pQCD calculations applied for the first time

in 2 æ 3 jets process
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Ø Measurement done in 1 inclusive HT,2 bin and 10 exclusive HT,2 bins

Ø NLO calculations as in previous publication – EPJ C77 (2017) 872

Ø NNLO predictions give a significant improvement for | 𝐜𝐨𝐬𝝓 | > 0.8 and show 
visible reduction of theoretical uncertainties wrt NLO ones

(A)TEEC Data to Theory comparison
• Measurement done in 1 inclusive HT,2 bin and 10 exclusive HT,2 bins
• NLO calculation applied in previous Eur. Phys. J. C 77 (2017) 872 publication
• NNLO calculation as state-of-art

• Very good description of data
• Significant improvement with above |cos(„)| > 0.8
• Significant reduction of theoretical uncertainties

5 / 12

https://arxiv.org/abs/1707.02562
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Ø Running scale 𝑄 as half averaged 8𝐻) of all final-state partons in each HT,2 bin

Ø 𝛼& determined by comparison with theoretical                                                         
predictions using this 𝜒% formula

Ø TEEC with better experimental precision, ATEEC with better theoretical one

Ø Good agreement with other measurements and RGE prediction (i.e. no new 
coloured fermions)

Strong coupling –s(Q) extraction
• Running scale Q as half averaged ĤT of all final-state partons in each HT,2 bin

–s(mZ )TEEC = 0.1175 ± 0.0006(exp.)+0.0034
≠0.017 (theo.)

–s(mZ )ATEEC = 0.1185 ± 0.0009(exp.)+0.0025
≠0.012 (theo.)

• TEEC with better experimental precision, ATEEC with better theoretical precision
• Correlation coe�cient

fl = 0.86 ± 0.02(exp.)

Good agreement with other measurements and RGE prediction
No deviation from RGE suggesting new coloured fermions
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9 Determination of the strong coupling constant

The strong coupling constant at the scale of the pole mass of the / boson, Us(</ ) can be determined from
the comparison of the data with the theoretical predictions by considering the following j

2 function

j
2
(Us, Æ_) =

’
bins

(G8 � �8 (Us, Æ_))
2

�G2
8 + �b2

8

+

’
:

_
2
: , (1)

where the theoretical predictions are varied according to

�8 (Us, Æ_) = k8 (Us)

 
1 +

’
:

_:f
(8)
:

!
. (2)

In Eq. (1) and Eq. (2), Us stands for Us(</ ); G8 is the value of the 8-th point of the distribution as measured
in data, while �G8 is its statistical uncertainty. The statistical uncertainty in the theoretical predictions
dominates over the statistical uncertainty in data, and is also included as �b8, while f

(8)
: is the relative

value of the :-th correlated source of systematic uncertainty in bin 8.

This technique takes into account the correlations between the di�erent sources of systematic uncertainty
discussed in Section 6 by introducing the nuisance parameters {_: }, one for each source of experimental
uncertainty, each of which follow a standard normal distribution. Thus, the minimum of the j

2 function
defined in Eq. (1) is found in a 150-dimensional space, in which 149 correspond to nuisance parameters
{_8} and one to Us(</ ). The uncertainty due to the choice of the MC model in the unfolding is treated by
performing alternative fits in which the data distribution is unfolded using di�erent MC models, including
H����� 7 and S�����. The envelope of the UB values obtained for each model is used as the systematic
uncertainty.

The method also requires an analytical expression for the dependence of each observable on the strong
coupling constant, which is given by k8 (Us) for bin 8. For each PDF set, the corresponding Us(</ ) variation
range is considered and the theoretical prediction is obtained for each value of Us(</ ). The functions
k8 (Us) are then obtained by fitting the predicted values of the TEEC (ATEEC) in each (�T2, cos q) bin to
a third-order polynomial in UB.

For both the TEEC and ATEEC functions, the fits to extract Us(</ ) are repeated separately for each
�T2 interval, thus determining a value of Us(</ ) for each energy bin. The theoretical uncertainties are
determined by shifting the theory distributions by each of the uncertainties separately, recalculating the
functions k8 (Us) and determining a new value of Us(</ ). The uncertainty is determined by taking the
di�erence between this value and the nominal one. The uncertainty due to the choice of the MC tune in the
non-perturbative correction is estimated by repeating the fit with the theory distributions corrected with the
other tunes, and taking the envelope relative to the nominal fit.

Each of the fitted values of Us(</ ), which are obtained in the MS subtraction scheme, is then evolved
to the corresponding measured scale using the NNLO solution to the RGE. When evolving Us(</ ) to
Us(&), the appropriate matching conditions for the strong coupling constant at the =f = 5 and =f = 6 flavour
thresholds are applied so that Us(&) is a continuous function across quark thresholds. The value of & is
obtained as the average value of `' = �̂T calculated at NNLO for each �T2 bin.

The values of UB (</ ) obtained from global fits to the TEEC and ATEEC distributions, using the MMHT
2014, CT14 and NNPDF 3.0 PDF sets are shown in Tables 2 and 3, together with the corresponding

16



Inclusive jet production
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Ø Double-differential cross section 
measured as a function of jet pT and
rapidity for anti-kT jets with R = 0.4, 0.7 

Ø Good experimental precision

Ø < 5% uncertainty in main measurement 
region

Ø Dominant uncertainty contribution from 
Jet Energy Scale (JES)

4D. Savoiu
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Ø Comparison to FO pQCD
theory at NNLO and 
NLO+NLL

Ø Corrections for NP and EW 
contributions added as well

Ø Improved description of 
data at NNLO and reduced 
scale uncertainty

5D. Savoiu
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▪ improved description of data at NNLO & reduced scale uncertainty
▪ some disagreement between global PDF sets, especially in high-pT region
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▪ improved description of data at NNLO & reduced scale uncertainty
▪ some disagreement between global PDF sets, especially in high-pT region
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Ø NNPDF3.1 and MMHT14 provide a better 
data description wrt ABMP16 and 
HERAPDF2.0

Ø Some disagreement between global PDF 
sets, especially in the high-pT region
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Ø Determination of PDFs and 𝜶𝑺 at NNLO

Ø With 𝒕�̅� data: limits on Wilson 
coefficients for four-quark contact 
interactions
Ø Multiple coupling structures probed
Ø No significant deviations found

6D. Savoiu
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▪ with tt̅ data: limits on Wilson coefficients for four-quark contact 
interactions

▫ multiple coupling structures probed, no significant deviations
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addition of CMS jet data
results in reduced gluon 

PDF uncertainty at high x
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αs(mZ)NNLO = 0.1166  (14)fit (7)model (4)scale (1)param.

⤷ χ2 / ndof = 1302 / 1118

addition of CMS jet data
results in reduced gluon 

PDF uncertainty at high x
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Ø Double- and triple-differential cross 
section measured as a function of dijet
invariant mass m1,2 and rapidity of anti-kT
jets with R = 0.4, 0.8

Ø Disentangle regions of different Bjorken 𝑥
carried by partons à PDF fits

7D. Savoiu

[2] CMS Collaboration, “Multi-differential measurement of the dijet cross section in proton-proton collisions at s = 13 TeV”,
CMS-PAS-SMP-21-008

Dijet production at s = 13 TeV
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Ø Comparison to FO theory predictions at NNLO + EW + NP

Ø Data generally well described by the theory 

Ø Here R = 0.8 (similar agreement found for R = 0.4)

Ø MSHT20 (ABMP16) provides the best (worst) description of the data

8D. Savoiu

Dijet production at s = 13 TeV [2]  CMS-PAS-SMP-21-008
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▪ comparison to !xed-order theory predictions @ NNLO × NP × EW

▪ data generally well described by theory (here: R = 0.8)

2D
3D
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Ø Determination of PDFs and 𝜶𝑺 at NNLO

Ø Larger 𝛼& value wrt the one obtained when fitting the inclusive jet distributions

Ø Impact on the gluon PDF (and its uncertainty) mostly for Bjorken x > 0.1  

Ø Pulls in different directions

9D. Savoiu

Dijet production at s = 13 TeV [2]  CMS-PAS-SMP-21-008

▪ determination of PDFs & strong coupling constant @ NNLO (preliminary results)

αs(mZ)2D = 0.1201  (12)!t (8)model (8)scale (5)param.

⤷ χ2 / ndof = 1283 / 1094

αs(mZ)3D = 0.1201  (10)fit (8)model (5)scale (6)param.

⤷ χ2 / ndof = 1557 / 1167
2D & 3D fit results
largely compatible
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Ø SM continues to be a successful theory under immense inspection with 
unprecedented precision from LHC

Ø No significant tension from the state of art predictions with aN4LL+N3LO 
accuracy

Ø Most precise determination of 𝛼& for Z pT at 8 TeV in full lepton phase space

Ø Extracted 𝛼&(𝑄) from (A)TEEC in good agreement with RGE predictions

Ø Many measurements from CMS at 𝑠 = 13 TeV, targeting wide variety of jet 
observables

Ø Improved precision and extended kinematic reach beneficial for:
Ø Determination of 𝛼!(𝑚+) and PDFs
Ø Probes of extensions to the SM in EFT
Ø Improvement of MC generator modelling and perturbative and non-perturbative 

effects

Ø Really interesting time ahead… STAY TUNED! J
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Ø Stringent test of the state-of-art pQCD

Ø Probe large rapidity/small parton
momentum fraction 𝑥 using forward 
electrons

Ø Unique full lepton phase space 
rapidity cross section with per-mille
total uncertainties to provide a 
gateway to a rich field of precise 
interpretations 0 0.5 1 1.5 2 2.5 3 3.5
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Ø 𝑑𝜎/𝑑𝑝) à Transverse dynamics

Ø 𝑑𝜎/𝑑𝑦 à longitudinal dynamics (PDFs)

Ø Depends on 3 “boson production” 
variables (pT, y, m) and 2 angular decay 
variables (cos 𝜃 , 𝜙) 

Ø Decomposition of (cos 𝜃 , 𝜙) into 9 helicity 
cross sections à basis of spherical 
harmonics

 and rapidity at 8 TeVZ pT
ATLAS-CONF-2023-013

• : Transverse dynamics 


• : longitudinal dynamics (PDFs)


• Decomposition of  into 9 helicity cross 
sections         basis of spherical harmonics    

dσ/dpT

dσ/dy

(cos θ, ϕ)

4

• Likelihood  defined in 22528  bins

• Parameters of interests are 8 Ai + 1 cross section in  bins in 

total 176 bins 

(cos θ, ϕ, pT)
(pT, y)

• Measuring the angular coefficients 
corresponds to building a synthetic 
quantised representation of the 

kinematic space 
• Trade systematics for statistics 
• Fiducial cuts removed by analytic 

integration of  in the full phase 
space of decay leptons via measured Ai 
coefficients 

(cos θ, ϕ)

(cos θ, ϕ)
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Measurement of the angular coefficients

Measuring the angular coefficients correspond to building a synthetic 
“quantized” representation of the (cosq,f) kinematic space

Very powerful: trade systematics for statistics

Very useful: provides analytic extrapolation of lepton cuts and 
enables a rich interpretation programme

Continous Quantized
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Stefano Camarda 5

Measurement of the angular coefficients

Measuring the angular coefficients correspond to building a synthetic 
“quantized” representation of the (cosq,f) kinematic space

Very powerful: trade systematics for statistics

Very useful: provides analytic extrapolation of lepton cuts and 
enables a rich interpretation programme

Continous Quantized

Ø Measuring the Ai à a 
quantized representation of 
the (cos 𝜃 , 𝜙) kinematic 
space

Ø Very powerful: trade 
systematics for statistics

Ø Very useful: provide 
analytic extrapolation of 
lepton cuts and enables a 
richer interpretation 
programme

Ø Likelihood defined in 22528 (cos 𝜃 , 𝜙, pT) bins

Ø PoI: 8 Ai + 1 cross section in 176 (pT, y) bins
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 and rapidity at 8 TeVZ pT
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• Per mille level precision in the central region


• Sub-percent precision up to 


• First comparison to N LO QCD (+ NLO EW) predictions


• Allow precise PDF interpretations with QCD scale 
uncertainties smaller than PDF uncertainties 

|y | < 3.6
3

Ø Per mille level precision in the central 
region

Ø Sub-percent precision up to |y| < 3.6

Ø First comparison to N3LO QCD + NLO EW 
predictions (DYTurbo + ReneSANCe)

Ø Allow precise PDF interpretations with 
QCD scale uncertainties smaller than PDF 
uncertainties
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• First comparison to N LO QCD (+ NLO EW) predictions


• Allow precise PDF interpretations with QCD scale 
uncertainties smaller than PDF uncertainties 

|y | < 3.6
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Good agreement 
with several high-

order qT-resummed
predictions 



Talking about inclusive jets
Ø Different model to treat correlated systematics:

Ø keeping them fully correlated 
Ø decorrelating the Jets Flavour Response (FR) between rapidity bins 
Ø Two decorrelation scenarios as recommended in the 8 TeV jet paper

Ø This affects the 𝜒% but has little effect on the PDFs 
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Figure 63: Left: Impact of the variation of mtop and scale variation of tt̄ data on the gluon PDF. Right: Impact of
variation Q

2
min and Q

2
0 on the gluon PDF. Q

2
0 lower variation is shown and it is symmetrised.

jets 8 TeV R=0.6 Fully Correlated FR Decorrelated Decorrelation Scenario 1 Decorrelation Scenario 2
�2/NDP 289/171 227/171 250/171 248/171

Table 13: �2 contributions the 8 TeV inclusive jet data set with R=0.6, for di�erent correlation scenarios as explained
in the text. The �2 given here represent the addition of all terms in Eq. 2.

Alternative decorrelation scenarios are considered as follows: the alternative option in which Opt 7 is used916

for the decorrelation of the JES Flavour Response, called Decorrelation Scenario 1; complete decorrelation917

of the Jet Flavour Response between rapidity bins, called FR Decorrelated; and no decorrelation, called918

Fully Correlated. Table 13 gives the �2/NDP for the jets for alternative correlation scenarios within the919

full 21-parameter fit. The di�erence in the gluon PDF obtained using the 8 TeV R=0.6 data with these920

di�erent correlation scenarios is illustrated in Fig. 64. These changes are relatively small compared to921

the model uncertainties just considered, e.g. the variation of Q
2
0. There are also no di�erences in the922

PDF uncertainties resulting from the use of di�erent correlation scenarios. Hence these variations are not923

considered as a source of significant uncertainty.924

Model uncertainties are added in quadrature to form a total model uncertainty.925

Note that the data are also sensitive to the value of ↵s(MZ ), and this a�ects the shape of the gluon PDF.926

However, this is not an uncertainty since it is completely specified by the DGLAP formalism. The gluon927

PDF for the alternative value of ↵s(MZ ) = 0.115 is shown in Fig. 65. Whereas the di�erence is large at the928

starting scale for evolution Q
2 = 1.9GeV2, it is small at the scales relevant for LHC physics. Howewer,929

note that the ↵s(MZ ) = 0.115 fit is only approximately NNLO, because although the HERA data and the tt̄930

data are fully predicted at NNLO, the other processes apply NNLO predictions by means of k-factor ratios931

of NNLO to NLO cross section calculations applied to NLO grid predictions. The ↵s(MZ ) value used for932

the NLO grids is readily varied, but the k-factors were obtained for ↵s(MZ ) = 0.118, and although the933

↵s(MZ ) dependence in the NNLO to NLO cross section ratios is relatively weak, this is still an approximate934
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Figure 43: Comparison of ATLASpdf21 gluon PDF using di�erent decorrelation scenarios. Left: Shape di�erences
of the PDFs are shown in ratio to the default Decorrelation Scenario 2. Right: PDFs for all correlation scenarios are
normalised to their own central values to emphasize any di�erence in uncertainties.
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Figure 11: ATLASpdf21 G6 PDF compared with G6 for fits not including various data sets. Only experimental
uncertainties are shown, evaluated with tolerance ) = 1. Left: not including the direct-photon production ratio data
taken at 13 and 8 TeV. Right: not including inclusive jet data at 8 TeV.

13 TeV (left) or only the CC̄ data at 8 TeV (right). It is clear that the data at 8 TeV have the stronger impact
on the shape of the G6 PDF but both data sets contribute to a modest reduction in the uncertainties.

5.2.4 Impact of photon data and inclusive jet data

There is little impact from the addition of the direct-photon production ratio data apart from a marginal
softening of the high-G gluon distribution as shown in Figure 11 (left). However, it is notable that these
data can now be well fitted at NNLO in QCD, given that they have been excluded from PDF fits for the last
20 years because of poor fits to lower-energy data [59, 73]. There is minimal tension with other data sets.

The principal impact of the inclusive jet data is on the gluon PDF. The main e�ect is a considerable
decrease in high-G gluon uncertainties, with a mild hardening of the gluon PDF at high G, as shown in
Figure 11 (right). There is minimal tension with other data sets.

5.3 Model, theoretical and parameterisation uncertainties

Additional uncertainties a�ecting the PDFs are presented in this section. These are classified as either
model, theoretical or parameterisation uncertainties.

5.3.1 Model and theoretical uncertainties

Model uncertainties include e�ects due to variations of the heavy-quark masses input to the TRVFN
heavy-quark-mass scheme, the minimum &

2 cut on the HERA data and the value of the starting scale
for evolution. The minimum &

2 cut was varied in the range 7.5 < &
2
min < 12.5 GeV2 and the starting
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Marginal 
shape change 

of the gluon 
PDF (blue to 

red) and very 
substantial 

decrease in its 
high-x 

uncertainty
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