Annual Concurrency Forum

Meeting Goals

Fermilab, 4-6th February 2013
P. Mato/CERN




Outcome of the 2011 Workshop

* The first Workshop on Concurrency in the many-Cores Era was held at Fermilab
in November 2011 to explore the possibility that interested High Energy
Physics (HEP) institutions and projects collaborate on concurrent frameworks
and applications R&D

* The outcome of the first workshop

+ Interest for common effort to make rapid progress on exploratory R&D activities
during 2012

+ Aiming to share a common concurrency programming model

+ Identified a number of “demonstrators’ to exercise different capabilities in a small
scale with clear deliverables and metrics, and work in short cycles a few months long

+ Setup regular meetings The Concurrency Forum and Web Site

* Concurrency Forum meeting goals

+ Understanding common requirements and constraints
+ Share knowledge and learn from each other

+ As a community, identify what tool/library /model works and what does not for our
applications
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Annual Meeting Goals

Discuss progress made with each demonstrator, drawing conclusions
for those that have completed their work programme and
identifying topics that still need to be investigated.

Get an update from each experiment or major project on its current
views on parallelism issues, such as choice of concurrency model
and software technologies

This should be an opportunity for us all to discuss and see if we can
converge on a common overall strategy

Possibility of launching common development projects with
specific deliverables that can be of benefit to the whole community
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Sessions Organized by Topic

* 1 - Experiments and Projects Pere Mato

# 2 - Multi-threaded Frameworks Jim Kowalkowski

# 3 - Libraries and Toolkits for a Parallel world Benedikt Hegner
* 4 - Technology Watch and Evaluations Marc Paterno
# 5 - Vectorization John Apostolakis
# 6 - Co-processors and Accelerators Philippe Canal
* 7 - Memory Optimization Techniques Jakob Blomer

Each topic will be introduced by the session convener, who will also
lead the discussion foreseen at the end of each session

Summary of each session including the discussion will be presented
at the Wednesday morning session by the session convener
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Wednesday Morning

* Workshop Summary

+ Main conclusions from each of the sessions

+ Proposals for additional “demonstrators’ to continue the R&D phase on
certain topics not yet well covered

* Proposals for collaborative development projects

+ Feedback on Concurrency Forum (bi-weekly meetings, annual meetings)

+ Informal discussions

+ Time for the interested people to get together and discuss the details of the
proposals and possible initial program of work
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