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PIP-II LBNF/DUNE Mu2e PIP-III LBNF Hi-Flux Mu2e Upgrade Future Collider

Rare k-decay Experiment KTeV Experiment Next Linear Collider Test Facility g-2 Antimatter in Space Super-K BaBar

CDF Upgrade D-Zero Upgrade LHC Machine ATLAS Detector CMS Detector MINOS AMS Upgrade

CDMS GLAST/LAT Auger Run IIb CDF Detector Run IIb D-Zero Detector Project VERITAS BaBar Upgrade

NOvA MINERvA T2K Daya Bay DES SuperCDMS at Soudan BELLA

FACET Cryogenic Refrigerator MicroBooNE HAWC Belle II Muon g-2 LHC Accelerator Upgrade

LHC ATLAS LHC CMS LSSTcam HL-AUP HL-LHC-ATLAS HL-LHC-CMS LZ

SuperCDMS DESI FACET-II CMB-S4 FACET-II Upgrade

Historical Chart of HEP Projects
FY 1996 – FY 2020

61 Projects

HEP funded $2.0B in projects from FY 1996-
2015 (14% of total budget)

HEP funded $1.4B in projects from FY 2016-
2020 (30% of total budget)

2014 P5

5

• Snowmass [2021-22]: decadal U.S. HEP community effort to express opinions on physics drivers & 
future experimental facilities 
‣ Preceded by European Committee for Future Accelerators (ECFA) “European Strategy” update in 2020 

• Particle Physics Project Prioritization Panel (P5):
‣ Subpanel of High Energy Physics Advisory Panel (DOE) 
‣ Reviews Snowmass material & lays out priorities for the field for the next 10 years within a 20-year context  

• Previous P5 report in 2013 identified 5 science drivers for the field  
‣ Huge success with funding agencies

https://europeanstrategyupdate.web.cern.ch/
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Snowmass Early Career
• For the first time in Snowmass history, the Early Career organization has a chapter 
in the Snowmass Book! [2210.12004] 

- Includes a summary of the SEC survey report and early career recommendations for P5
• P5 1.5: ”The panel was especially encouraged by the active participation of early 
career members in the community-driven planning process. They represent the 
future of our field and are essential to the realization of the goals and aspirations 
detailed in this report.”

https://arxiv.org/abs/2210.12004
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Getting from Early to Late Career:
P5 2023 Projects & Ideas
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LHC Timeline

calibration signal is injected and the electronics

Development of the ATLAS Liquid 
Argon Calorimeter Readout Electronics 
for the HL-LHC 

The image part with relationship ID rId3 was not found in the file.

Andrew Smith (Columbia University), on behalf of the 
Liquid Argon Calorimeter Group

Introduction

Energy Resolution

LAr HL-LHC Upgrade

Front-End Board 2 (FEB2) Slice Board Results

calibration signal is injected and the electronics

Off-Detector Electronics

DIS 2022: XXIX International Workshop on Deep-Inelastic Scattering and Related Subjects, 2 May – 6 May, 2022

Multi-Channel Performance: Low coherent noise between neighboring 
channels, application of Optimal Filtering yields <.2% crosstalk

Energy and timing resolution: Optimal filtering applied for energy and 
timing of shaped, digitized triangular pulses. Gaussian fits to consecutive 
measurements yield !!" < 0.1% for large pulses, exceeding specifications

COLUTAv4 ADC

HL-LHC plan:
• High Luminosity Large Hadron Collider (HL-LHC) upgrade in 2029
• Increase in instantaneous luminosity factor of 5 to 7.5 with respect to 

nominal 
• Integrated luminosity planned: up to 4000 fb-1

Version 1.1 FEB2 ‘Slice’ Tesboard: 
• Preamplifier/Shaper (LAUROC2)à ADC 

(COLUTAv3) à Optical Transceivers
• Slice board with 32 channels in the same 

density as final 128 channel FEB2
• LAr pulses from Arbitrary Wave Generator 

sent to test full FEB2 readout chain
• Energy and timing, linearity, and multi-

channel performance characterized

calibration signal is injected and the electronics

References
[1] ATLAS Collaboration, The ATLAS experiment at the CERN Large Hadron Collider, JINST 3 (2008) S08003.
[2] ATLAS Collaboration, ATLAS Liquid Argon Calorimeter Phase-I Upgrade Technical Design Report,CERN-LHCC-2013-017, ATLAS-TDR-022. 
[3] ATLAS Collaboration, ATLAS Liquid Argon Calorimeter Phase-II Upgrade Technical Design Report, CERN-LHCC-2017-018 ; ATLAS-TDR-027 

New v4 Prototype:
• 8 channels implementing 12-bit 

Successive Approximation Register (SAR) 
with a Multiplying Digital Analog 
Converter (MDAC) to extend range

• New socketed testboard including  
ALFE2 chip for integrated testing 

calibration signal is injected and the electronics

Summary
ü On-detector and off-detector electronics being developed to handle challenges of HL-

LHC data taking conditions
ü Custom radiation-hard ASIC prototypes meet required performance specifications
ü Off-detector hardware and firmware developments show promise for handling pileup 

conditions of HL-LHC
ü FEB2 ‘Slice’ Testboard shows promising results from integration of front-end 

components
ü Excellent progress being made in LAr Phase-II Upgrade Electronics

On-Detector Electronics
ALFE2 Preamplifier/Shaper

LAr Signal Processor (LASP) LAr Timing System (LATS)

Standalone test results:
• ENOB > 11 bits for up to 18MHz 

input sine wave frequency
• Pedestal noise 1.2 ADC Counts RMS

Upgrade Motivation:
• New ATLAS TDAQ system to handle increased pileup (up to 200 

simultaneous interactions)
• Increased radiation tolerance on front-end

• Single Event Effect (SEE) characterization 
sets upper limit for continuous operation of 
8.68SEE/day for the entire system

Motivation: 
• LATOURNETT board distributes 40MHz 

LHC clock and Bunch Crossing Reset 
(BCR) signals, as well as configuration 
commands to FEB2s

• LATOURNETT schematic design is 
currently underway, with a table test 
bench recently developed

• Each LATOURNETT can connect to 72 on
detector boards, at least 26
LATOURNETT boards needed

130nm CMOS custom ASIC.
Analog processing on signals 
(amplification, CR-(RC)2
shaping), 16-bit dyn. range

Recent Radiation Testing: 
• Irradiated beyond Total Integrated Dose (TID) 

expected for HL-LHC, principal characteristics 
of the front-end remain stable

65nm CMOS custom ASIC. Digitize PA/S 
outputs at 40MHz with 14-bit dynamic 
range and > 11-bit precision 

Implement Trigger, Timing, and control 
based on LpGBT protocol for 1524 FEB2s 
and 128 Calibration boards

Calibration Board Inject calorimeter pulses to calibrate readout 
electronics with integral non-linearity <0.1%; 7.5 V 
output requires HV-CMOS

Initial Testing Results: 
• ALFE2 low to high gain peak-peak crosstalk 

<20mV with 50Ω input impedance, a 5x 
improvement over ALFE

Chip features: 
• Tuneable input impedance and time constants
• 4 channel summing for hardware trigger

• Preliminary Design Review on February 10th 2022, calibration ASICs passed all specs 
with recommendations

• New prototypes LADOCv2 and CLAROCv4 submitted, expecting improved linearity 

Hardware Developments: 
• LASP V1 test board completed with 2 

Intel Stratix-10 FPGAs
• Testing currently underway

Calculate energy and time of digitized 
waveforms  from up to 1024 channels. 
Transmit data, energy and timing at 
25Gbps to trigger and  data acquisition
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Phase-I Upgrade [2]
• LAr Trigger Digitizer Board + 

LAr Digital Processing System 
• Installed during Long 

Shutdown 2, currently being 
commissioned

• Provide trigger unit of readout
of finer transverse granularity 
+ longitudinal shower 
information

Phase-II Upgrade [3] (this poster)
• Installation of precision readout             

On-detector and Off-detector
electronics during the LHC’s                  
Long  Shutdown 3

• Radiation-hard front-end electronics
• Digitization and transmission of all data 

off-detector at 40MHz, nearly 400 times 
the current rate

Requirements: 
• Integral non-linearity <.1%
• ENI<150nA for 25Ω input 

impedance, ENI<50nA for 
55Ω input impedance

• Delayed pulses interleaved to form 
finely sampled pulse for energy and 
timing resolution measurements 

CLAROCv1 custom ASIC:
• 180 mm XFAB technology
• Pulser with 4 high-frequency switches 

LADOCv3 custom ASIC:
• 130nm TSMC technology
• 16-bit DAC with slow control chip configuration

• Noise and 
linearity 
performance 
similar to
ALFE, 
exceeding 
specifications 

ATLAS  Liquid Argon (LAr) Calorimeter: 
• Liquid argon based sampling calorimeter with lead (EM), copper (HEC) 

and both copper and tungsten absorbers (FCAL) [1]
• Incoming particles ionize the liquid argon. Ions and electrons created 

drift to  absorber and electrode respectively, due to voltage applied in 
liquid argon filled gap

• Triangular current pulse amplified, shaped, and sampled at 40 MHz 

Neural Net Studies: 
• Increased pileup noise expected due to 

overlapping pulse shapes in consecutive 
bunch crossings during HL-LHC will 
degrade energy, timing, and trigger 
performance

• Machine learning algorithms 
implemented on FPGA show 
improvement in energy, timing 
resolution when compared to current 
Optimal Filtering method

• Recent study: maximum of 37 NNs 
implemented on FPGA for LASP V1 can 
run at 400MHz, processing 10 channels 
each

calibration signal is injected and the electronics

Development of the ATLAS Liquid 
Argon Calorimeter Readout Electronics 
for the HL-LHC 
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Andrew Smith (Columbia University), on behalf of the 
Liquid Argon Calorimeter Group
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Off-Detector Electronics

DIS 2022: XXIX International Workshop on Deep-Inelastic Scattering and Related Subjects, 2 May – 6 May, 2022

Multi-Channel Performance: Low coherent noise between neighboring 
channels, application of Optimal Filtering yields <.2% crosstalk

Energy and timing resolution: Optimal filtering applied for energy and 
timing of shaped, digitized triangular pulses. Gaussian fits to consecutive 
measurements yield !!" < 0.1% for large pulses, exceeding specifications
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• Increase in instantaneous luminosity factor of 5 to 7.5 with respect to 

nominal 
• Integrated luminosity planned: up to 4000 fb-1

Version 1.1 FEB2 ‘Slice’ Tesboard: 
• Preamplifier/Shaper (LAUROC2)à ADC 

(COLUTAv3) à Optical Transceivers
• Slice board with 32 channels in the same 

density as final 128 channel FEB2
• LAr pulses from Arbitrary Wave Generator 

sent to test full FEB2 readout chain
• Energy and timing, linearity, and multi-

channel performance characterized
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Successive Approximation Register (SAR) 
with a Multiplying Digital Analog 
Converter (MDAC) to extend range
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Summary
ü On-detector and off-detector electronics being developed to handle challenges of HL-

LHC data taking conditions
ü Custom radiation-hard ASIC prototypes meet required performance specifications
ü Off-detector hardware and firmware developments show promise for handling pileup 

conditions of HL-LHC
ü FEB2 ‘Slice’ Testboard shows promising results from integration of front-end 

components
ü Excellent progress being made in LAr Phase-II Upgrade Electronics

On-Detector Electronics
ALFE2 Preamplifier/Shaper

LAr Signal Processor (LASP) LAr Timing System (LATS)

Standalone test results:
• ENOB > 11 bits for up to 18MHz 

input sine wave frequency
• Pedestal noise 1.2 ADC Counts RMS

Upgrade Motivation:
• New ATLAS TDAQ system to handle increased pileup (up to 200 

simultaneous interactions)
• Increased radiation tolerance on front-end

• Single Event Effect (SEE) characterization 
sets upper limit for continuous operation of 
8.68SEE/day for the entire system

Motivation: 
• LATOURNETT board distributes 40MHz 

LHC clock and Bunch Crossing Reset 
(BCR) signals, as well as configuration 
commands to FEB2s

• LATOURNETT schematic design is 
currently underway, with a table test 
bench recently developed

• Each LATOURNETT can connect to 72 on
detector boards, at least 26
LATOURNETT boards needed

130nm CMOS custom ASIC.
Analog processing on signals 
(amplification, CR-(RC)2
shaping), 16-bit dyn. range

Recent Radiation Testing: 
• Irradiated beyond Total Integrated Dose (TID) 

expected for HL-LHC, principal characteristics 
of the front-end remain stable

65nm CMOS custom ASIC. Digitize PA/S 
outputs at 40MHz with 14-bit dynamic 
range and > 11-bit precision 

Implement Trigger, Timing, and control 
based on LpGBT protocol for 1524 FEB2s 
and 128 Calibration boards

Calibration Board Inject calorimeter pulses to calibrate readout 
electronics with integral non-linearity <0.1%; 7.5 V 
output requires HV-CMOS

Initial Testing Results: 
• ALFE2 low to high gain peak-peak crosstalk 

<20mV with 50Ω input impedance, a 5x 
improvement over ALFE

Chip features: 
• Tuneable input impedance and time constants
• 4 channel summing for hardware trigger

• Preliminary Design Review on February 10th 2022, calibration ASICs passed all specs 
with recommendations

• New prototypes LADOCv2 and CLAROCv4 submitted, expecting improved linearity 

Hardware Developments: 
• LASP V1 test board completed with 2 

Intel Stratix-10 FPGAs
• Testing currently underway

Calculate energy and time of digitized 
waveforms  from up to 1024 channels. 
Transmit data, energy and timing at 
25Gbps to trigger and  data acquisition
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Phase-I Upgrade [2]
• LAr Trigger Digitizer Board + 

LAr Digital Processing System 
• Installed during Long 

Shutdown 2, currently being 
commissioned

• Provide trigger unit of readout
of finer transverse granularity 
+ longitudinal shower 
information

Phase-II Upgrade [3] (this poster)
• Installation of precision readout             

On-detector and Off-detector
electronics during the LHC’s                  
Long  Shutdown 3

• Radiation-hard front-end electronics
• Digitization and transmission of all data 

off-detector at 40MHz, nearly 400 times 
the current rate

Requirements: 
• Integral non-linearity <.1%
• ENI<150nA for 25Ω input 

impedance, ENI<50nA for 
55Ω input impedance

• Delayed pulses interleaved to form 
finely sampled pulse for energy and 
timing resolution measurements 

CLAROCv1 custom ASIC:
• 180 mm XFAB technology
• Pulser with 4 high-frequency switches 

LADOCv3 custom ASIC:
• 130nm TSMC technology
• 16-bit DAC with slow control chip configuration

• Noise and 
linearity 
performance 
similar to
ALFE, 
exceeding 
specifications 

ATLAS  Liquid Argon (LAr) Calorimeter: 
• Liquid argon based sampling calorimeter with lead (EM), copper (HEC) 

and both copper and tungsten absorbers (FCAL) [1]
• Incoming particles ionize the liquid argon. Ions and electrons created 

drift to  absorber and electrode respectively, due to voltage applied in 
liquid argon filled gap

• Triangular current pulse amplified, shaped, and sampled at 40 MHz 

Neural Net Studies: 
• Increased pileup noise expected due to 

overlapping pulse shapes in consecutive 
bunch crossings during HL-LHC will 
degrade energy, timing, and trigger 
performance

• Machine learning algorithms 
implemented on FPGA show 
improvement in energy, timing 
resolution when compared to current 
Optimal Filtering method

• Recent study: maximum of 37 NNs 
implemented on FPGA for LASP V1 can 
run at 400MHz, processing 10 channels 
each
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Off-Detector Electronics

DIS 2022: XXIX International Workshop on Deep-Inelastic Scattering and Related Subjects, 2 May – 6 May, 2022

Multi-Channel Performance: Low coherent noise between neighboring 
channels, application of Optimal Filtering yields <.2% crosstalk

Energy and timing resolution: Optimal filtering applied for energy and 
timing of shaped, digitized triangular pulses. Gaussian fits to consecutive 
measurements yield !!" < 0.1% for large pulses, exceeding specifications

COLUTAv4 ADC

HL-LHC plan:
• High Luminosity Large Hadron Collider (HL-LHC) upgrade in 2029
• Increase in instantaneous luminosity factor of 5 to 7.5 with respect to 

nominal 
• Integrated luminosity planned: up to 4000 fb-1

Version 1.1 FEB2 ‘Slice’ Tesboard: 
• Preamplifier/Shaper (LAUROC2)à ADC 

(COLUTAv3) à Optical Transceivers
• Slice board with 32 channels in the same 

density as final 128 channel FEB2
• LAr pulses from Arbitrary Wave Generator 

sent to test full FEB2 readout chain
• Energy and timing, linearity, and multi-

channel performance characterized
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New v4 Prototype:
• 8 channels implementing 12-bit 

Successive Approximation Register (SAR) 
with a Multiplying Digital Analog 
Converter (MDAC) to extend range

• New socketed testboard including  
ALFE2 chip for integrated testing 
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Summary
ü On-detector and off-detector electronics being developed to handle challenges of HL-

LHC data taking conditions
ü Custom radiation-hard ASIC prototypes meet required performance specifications
ü Off-detector hardware and firmware developments show promise for handling pileup 

conditions of HL-LHC
ü FEB2 ‘Slice’ Testboard shows promising results from integration of front-end 

components
ü Excellent progress being made in LAr Phase-II Upgrade Electronics

On-Detector Electronics
ALFE2 Preamplifier/Shaper

LAr Signal Processor (LASP) LAr Timing System (LATS)

Standalone test results:
• ENOB > 11 bits for up to 18MHz 

input sine wave frequency
• Pedestal noise 1.2 ADC Counts RMS

Upgrade Motivation:
• New ATLAS TDAQ system to handle increased pileup (up to 200 

simultaneous interactions)
• Increased radiation tolerance on front-end

• Single Event Effect (SEE) characterization 
sets upper limit for continuous operation of 
8.68SEE/day for the entire system

Motivation: 
• LATOURNETT board distributes 40MHz 

LHC clock and Bunch Crossing Reset 
(BCR) signals, as well as configuration 
commands to FEB2s

• LATOURNETT schematic design is 
currently underway, with a table test 
bench recently developed

• Each LATOURNETT can connect to 72 on
detector boards, at least 26
LATOURNETT boards needed

130nm CMOS custom ASIC.
Analog processing on signals 
(amplification, CR-(RC)2
shaping), 16-bit dyn. range

Recent Radiation Testing: 
• Irradiated beyond Total Integrated Dose (TID) 

expected for HL-LHC, principal characteristics 
of the front-end remain stable

65nm CMOS custom ASIC. Digitize PA/S 
outputs at 40MHz with 14-bit dynamic 
range and > 11-bit precision 

Implement Trigger, Timing, and control 
based on LpGBT protocol for 1524 FEB2s 
and 128 Calibration boards

Calibration Board Inject calorimeter pulses to calibrate readout 
electronics with integral non-linearity <0.1%; 7.5 V 
output requires HV-CMOS

Initial Testing Results: 
• ALFE2 low to high gain peak-peak crosstalk 

<20mV with 50Ω input impedance, a 5x 
improvement over ALFE

Chip features: 
• Tuneable input impedance and time constants
• 4 channel summing for hardware trigger

• Preliminary Design Review on February 10th 2022, calibration ASICs passed all specs 
with recommendations

• New prototypes LADOCv2 and CLAROCv4 submitted, expecting improved linearity 

Hardware Developments: 
• LASP V1 test board completed with 2 

Intel Stratix-10 FPGAs
• Testing currently underway

Calculate energy and time of digitized 
waveforms  from up to 1024 channels. 
Transmit data, energy and timing at 
25Gbps to trigger and  data acquisition
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Phase-I Upgrade [2]
• LAr Trigger Digitizer Board + 

LAr Digital Processing System 
• Installed during Long 

Shutdown 2, currently being 
commissioned

• Provide trigger unit of readout
of finer transverse granularity 
+ longitudinal shower 
information

Phase-II Upgrade [3] (this poster)
• Installation of precision readout             

On-detector and Off-detector
electronics during the LHC’s                  
Long  Shutdown 3

• Radiation-hard front-end electronics
• Digitization and transmission of all data 

off-detector at 40MHz, nearly 400 times 
the current rate

Requirements: 
• Integral non-linearity <.1%
• ENI<150nA for 25Ω input 

impedance, ENI<50nA for 
55Ω input impedance

• Delayed pulses interleaved to form 
finely sampled pulse for energy and 
timing resolution measurements 

CLAROCv1 custom ASIC:
• 180 mm XFAB technology
• Pulser with 4 high-frequency switches 

LADOCv3 custom ASIC:
• 130nm TSMC technology
• 16-bit DAC with slow control chip configuration

• Noise and 
linearity 
performance 
similar to
ALFE, 
exceeding 
specifications 

ATLAS  Liquid Argon (LAr) Calorimeter: 
• Liquid argon based sampling calorimeter with lead (EM), copper (HEC) 

and both copper and tungsten absorbers (FCAL) [1]
• Incoming particles ionize the liquid argon. Ions and electrons created 

drift to  absorber and electrode respectively, due to voltage applied in 
liquid argon filled gap

• Triangular current pulse amplified, shaped, and sampled at 40 MHz 

Neural Net Studies: 
• Increased pileup noise expected due to 

overlapping pulse shapes in consecutive 
bunch crossings during HL-LHC will 
degrade energy, timing, and trigger 
performance

• Machine learning algorithms 
implemented on FPGA show 
improvement in energy, timing 
resolution when compared to current 
Optimal Filtering method

• Recent study: maximum of 37 NNs 
implemented on FPGA for LASP V1 can 
run at 400MHz, processing 10 channels 
each

calibration signal is injected and the electronics

Development of the ATLAS Liquid 
Argon Calorimeter Readout Electronics 
for the HL-LHC 

The image part with relationship ID rId3 was not found in the file.

Andrew Smith (Columbia University), on behalf of the 
Liquid Argon Calorimeter Group

Introduction

Energy Resolution

LAr HL-LHC Upgrade

Front-End Board 2 (FEB2) Slice Board Results

calibration signal is injected and the electronics

Off-Detector Electronics

DIS 2022: XXIX International Workshop on Deep-Inelastic Scattering and Related Subjects, 2 May – 6 May, 2022

Multi-Channel Performance: Low coherent noise between neighboring 
channels, application of Optimal Filtering yields <.2% crosstalk

Energy and timing resolution: Optimal filtering applied for energy and 
timing of shaped, digitized triangular pulses. Gaussian fits to consecutive 
measurements yield !!" < 0.1% for large pulses, exceeding specifications

COLUTAv4 ADC

HL-LHC plan:
• High Luminosity Large Hadron Collider (HL-LHC) upgrade in 2029
• Increase in instantaneous luminosity factor of 5 to 7.5 with respect to 

nominal 
• Integrated luminosity planned: up to 4000 fb-1

Version 1.1 FEB2 ‘Slice’ Tesboard: 
• Preamplifier/Shaper (LAUROC2)à ADC 

(COLUTAv3) à Optical Transceivers
• Slice board with 32 channels in the same 

density as final 128 channel FEB2
• LAr pulses from Arbitrary Wave Generator 

sent to test full FEB2 readout chain
• Energy and timing, linearity, and multi-

channel performance characterized

calibration signal is injected and the electronics

References
[1] ATLAS Collaboration, The ATLAS experiment at the CERN Large Hadron Collider, JINST 3 (2008) S08003.
[2] ATLAS Collaboration, ATLAS Liquid Argon Calorimeter Phase-I Upgrade Technical Design Report,CERN-LHCC-2013-017, ATLAS-TDR-022. 
[3] ATLAS Collaboration, ATLAS Liquid Argon Calorimeter Phase-II Upgrade Technical Design Report, CERN-LHCC-2017-018 ; ATLAS-TDR-027 

New v4 Prototype:
• 8 channels implementing 12-bit 

Successive Approximation Register (SAR) 
with a Multiplying Digital Analog 
Converter (MDAC) to extend range

• New socketed testboard including  
ALFE2 chip for integrated testing 

calibration signal is injected and the electronics

Summary
ü On-detector and off-detector electronics being developed to handle challenges of HL-

LHC data taking conditions
ü Custom radiation-hard ASIC prototypes meet required performance specifications
ü Off-detector hardware and firmware developments show promise for handling pileup 

conditions of HL-LHC
ü FEB2 ‘Slice’ Testboard shows promising results from integration of front-end 

components
ü Excellent progress being made in LAr Phase-II Upgrade Electronics

On-Detector Electronics
ALFE2 Preamplifier/Shaper

LAr Signal Processor (LASP) LAr Timing System (LATS)

Standalone test results:
• ENOB > 11 bits for up to 18MHz 

input sine wave frequency
• Pedestal noise 1.2 ADC Counts RMS

Upgrade Motivation:
• New ATLAS TDAQ system to handle increased pileup (up to 200 

simultaneous interactions)
• Increased radiation tolerance on front-end

• Single Event Effect (SEE) characterization 
sets upper limit for continuous operation of 
8.68SEE/day for the entire system

Motivation: 
• LATOURNETT board distributes 40MHz 

LHC clock and Bunch Crossing Reset 
(BCR) signals, as well as configuration 
commands to FEB2s

• LATOURNETT schematic design is 
currently underway, with a table test 
bench recently developed

• Each LATOURNETT can connect to 72 on
detector boards, at least 26
LATOURNETT boards needed

130nm CMOS custom ASIC.
Analog processing on signals 
(amplification, CR-(RC)2
shaping), 16-bit dyn. range

Recent Radiation Testing: 
• Irradiated beyond Total Integrated Dose (TID) 

expected for HL-LHC, principal characteristics 
of the front-end remain stable

65nm CMOS custom ASIC. Digitize PA/S 
outputs at 40MHz with 14-bit dynamic 
range and > 11-bit precision 

Implement Trigger, Timing, and control 
based on LpGBT protocol for 1524 FEB2s 
and 128 Calibration boards

Calibration Board Inject calorimeter pulses to calibrate readout 
electronics with integral non-linearity <0.1%; 7.5 V 
output requires HV-CMOS

Initial Testing Results: 
• ALFE2 low to high gain peak-peak crosstalk 

<20mV with 50Ω input impedance, a 5x 
improvement over ALFE

Chip features: 
• Tuneable input impedance and time constants
• 4 channel summing for hardware trigger

• Preliminary Design Review on February 10th 2022, calibration ASICs passed all specs 
with recommendations

• New prototypes LADOCv2 and CLAROCv4 submitted, expecting improved linearity 

Hardware Developments: 
• LASP V1 test board completed with 2 

Intel Stratix-10 FPGAs
• Testing currently underway

Calculate energy and time of digitized 
waveforms  from up to 1024 channels. 
Transmit data, energy and timing at 
25Gbps to trigger and  data acquisition
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Phase-I Upgrade [2]
• LAr Trigger Digitizer Board + 

LAr Digital Processing System 
• Installed during Long 

Shutdown 2, currently being 
commissioned

• Provide trigger unit of readout
of finer transverse granularity 
+ longitudinal shower 
information

Phase-II Upgrade [3] (this poster)
• Installation of precision readout             

On-detector and Off-detector
electronics during the LHC’s                  
Long  Shutdown 3

• Radiation-hard front-end electronics
• Digitization and transmission of all data 

off-detector at 40MHz, nearly 400 times 
the current rate

Requirements: 
• Integral non-linearity <.1%
• ENI<150nA for 25Ω input 

impedance, ENI<50nA for 
55Ω input impedance

• Delayed pulses interleaved to form 
finely sampled pulse for energy and 
timing resolution measurements 

CLAROCv1 custom ASIC:
• 180 mm XFAB technology
• Pulser with 4 high-frequency switches 

LADOCv3 custom ASIC:
• 130nm TSMC technology
• 16-bit DAC with slow control chip configuration

• Noise and 
linearity 
performance 
similar to
ALFE, 
exceeding 
specifications 

ATLAS  Liquid Argon (LAr) Calorimeter: 
• Liquid argon based sampling calorimeter with lead (EM), copper (HEC) 

and both copper and tungsten absorbers (FCAL) [1]
• Incoming particles ionize the liquid argon. Ions and electrons created 

drift to  absorber and electrode respectively, due to voltage applied in 
liquid argon filled gap

• Triangular current pulse amplified, shaped, and sampled at 40 MHz 

Neural Net Studies: 
• Increased pileup noise expected due to 

overlapping pulse shapes in consecutive 
bunch crossings during HL-LHC will 
degrade energy, timing, and trigger 
performance

• Machine learning algorithms 
implemented on FPGA show 
improvement in energy, timing 
resolution when compared to current 
Optimal Filtering method

• Recent study: maximum of 37 NNs 
implemented on FPGA for LASP V1 can 
run at 400MHz, processing 10 channels 
each

2023: today
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calibration signal is injected and the electronics

Development of the ATLAS Liquid 
Argon Calorimeter Readout Electronics 
for the HL-LHC 

The image part with relationship ID rId3 was not found in the file.

Andrew Smith (Columbia University), on behalf of the 
Liquid Argon Calorimeter Group

Introduction

Energy Resolution

LAr HL-LHC Upgrade

Front-End Board 2 (FEB2) Slice Board Results

calibration signal is injected and the electronics

Off-Detector Electronics

DIS 2022: XXIX International Workshop on Deep-Inelastic Scattering and Related Subjects, 2 May – 6 May, 2022

Multi-Channel Performance: Low coherent noise between neighboring 
channels, application of Optimal Filtering yields <.2% crosstalk

Energy and timing resolution: Optimal filtering applied for energy and 
timing of shaped, digitized triangular pulses. Gaussian fits to consecutive 
measurements yield !!" < 0.1% for large pulses, exceeding specifications

COLUTAv4 ADC

HL-LHC plan:
• High Luminosity Large Hadron Collider (HL-LHC) upgrade in 2029
• Increase in instantaneous luminosity factor of 5 to 7.5 with respect to 

nominal 
• Integrated luminosity planned: up to 4000 fb-1

Version 1.1 FEB2 ‘Slice’ Tesboard: 
• Preamplifier/Shaper (LAUROC2)à ADC 

(COLUTAv3) à Optical Transceivers
• Slice board with 32 channels in the same 

density as final 128 channel FEB2
• LAr pulses from Arbitrary Wave Generator 

sent to test full FEB2 readout chain
• Energy and timing, linearity, and multi-

channel performance characterized

calibration signal is injected and the electronics

References
[1] ATLAS Collaboration, The ATLAS experiment at the CERN Large Hadron Collider, JINST 3 (2008) S08003.
[2] ATLAS Collaboration, ATLAS Liquid Argon Calorimeter Phase-I Upgrade Technical Design Report,CERN-LHCC-2013-017, ATLAS-TDR-022. 
[3] ATLAS Collaboration, ATLAS Liquid Argon Calorimeter Phase-II Upgrade Technical Design Report, CERN-LHCC-2017-018 ; ATLAS-TDR-027 

New v4 Prototype:
• 8 channels implementing 12-bit 

Successive Approximation Register (SAR) 
with a Multiplying Digital Analog 
Converter (MDAC) to extend range

• New socketed testboard including  
ALFE2 chip for integrated testing 

calibration signal is injected and the electronics

Summary
ü On-detector and off-detector electronics being developed to handle challenges of HL-

LHC data taking conditions
ü Custom radiation-hard ASIC prototypes meet required performance specifications
ü Off-detector hardware and firmware developments show promise for handling pileup 

conditions of HL-LHC
ü FEB2 ‘Slice’ Testboard shows promising results from integration of front-end 

components
ü Excellent progress being made in LAr Phase-II Upgrade Electronics

On-Detector Electronics
ALFE2 Preamplifier/Shaper

LAr Signal Processor (LASP) LAr Timing System (LATS)

Standalone test results:
• ENOB > 11 bits for up to 18MHz 

input sine wave frequency
• Pedestal noise 1.2 ADC Counts RMS

Upgrade Motivation:
• New ATLAS TDAQ system to handle increased pileup (up to 200 

simultaneous interactions)
• Increased radiation tolerance on front-end

• Single Event Effect (SEE) characterization 
sets upper limit for continuous operation of 
8.68SEE/day for the entire system

Motivation: 
• LATOURNETT board distributes 40MHz 

LHC clock and Bunch Crossing Reset 
(BCR) signals, as well as configuration 
commands to FEB2s

• LATOURNETT schematic design is 
currently underway, with a table test 
bench recently developed

• Each LATOURNETT can connect to 72 on
detector boards, at least 26
LATOURNETT boards needed

130nm CMOS custom ASIC.
Analog processing on signals 
(amplification, CR-(RC)2
shaping), 16-bit dyn. range

Recent Radiation Testing: 
• Irradiated beyond Total Integrated Dose (TID) 

expected for HL-LHC, principal characteristics 
of the front-end remain stable

65nm CMOS custom ASIC. Digitize PA/S 
outputs at 40MHz with 14-bit dynamic 
range and > 11-bit precision 

Implement Trigger, Timing, and control 
based on LpGBT protocol for 1524 FEB2s 
and 128 Calibration boards

Calibration Board Inject calorimeter pulses to calibrate readout 
electronics with integral non-linearity <0.1%; 7.5 V 
output requires HV-CMOS

Initial Testing Results: 
• ALFE2 low to high gain peak-peak crosstalk 

<20mV with 50Ω input impedance, a 5x 
improvement over ALFE

Chip features: 
• Tuneable input impedance and time constants
• 4 channel summing for hardware trigger

• Preliminary Design Review on February 10th 2022, calibration ASICs passed all specs 
with recommendations

• New prototypes LADOCv2 and CLAROCv4 submitted, expecting improved linearity 

Hardware Developments: 
• LASP V1 test board completed with 2 

Intel Stratix-10 FPGAs
• Testing currently underway

Calculate energy and time of digitized 
waveforms  from up to 1024 channels. 
Transmit data, energy and timing at 
25Gbps to trigger and  data acquisition
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Phase-I Upgrade [2]
• LAr Trigger Digitizer Board + 

LAr Digital Processing System 
• Installed during Long 

Shutdown 2, currently being 
commissioned

• Provide trigger unit of readout
of finer transverse granularity 
+ longitudinal shower 
information

Phase-II Upgrade [3] (this poster)
• Installation of precision readout             

On-detector and Off-detector
electronics during the LHC’s                  
Long  Shutdown 3

• Radiation-hard front-end electronics
• Digitization and transmission of all data 

off-detector at 40MHz, nearly 400 times 
the current rate

Requirements: 
• Integral non-linearity <.1%
• ENI<150nA for 25Ω input 

impedance, ENI<50nA for 
55Ω input impedance

• Delayed pulses interleaved to form 
finely sampled pulse for energy and 
timing resolution measurements 

CLAROCv1 custom ASIC:
• 180 mm XFAB technology
• Pulser with 4 high-frequency switches 

LADOCv3 custom ASIC:
• 130nm TSMC technology
• 16-bit DAC with slow control chip configuration

• Noise and 
linearity 
performance 
similar to
ALFE, 
exceeding 
specifications 

ATLAS  Liquid Argon (LAr) Calorimeter: 
• Liquid argon based sampling calorimeter with lead (EM), copper (HEC) 

and both copper and tungsten absorbers (FCAL) [1]
• Incoming particles ionize the liquid argon. Ions and electrons created 

drift to  absorber and electrode respectively, due to voltage applied in 
liquid argon filled gap

• Triangular current pulse amplified, shaped, and sampled at 40 MHz 

Neural Net Studies: 
• Increased pileup noise expected due to 

overlapping pulse shapes in consecutive 
bunch crossings during HL-LHC will 
degrade energy, timing, and trigger 
performance

• Machine learning algorithms 
implemented on FPGA show 
improvement in energy, timing 
resolution when compared to current 
Optimal Filtering method

• Recent study: maximum of 37 NNs 
implemented on FPGA for LASP V1 can 
run at 400MHz, processing 10 channels 
each

calibration signal is injected and the electronics

Development of the ATLAS Liquid 
Argon Calorimeter Readout Electronics 
for the HL-LHC 

The image part with relationship ID rId3 was not found in the file.

Andrew Smith (Columbia University), on behalf of the 
Liquid Argon Calorimeter Group

Introduction

Energy Resolution

LAr HL-LHC Upgrade

Front-End Board 2 (FEB2) Slice Board Results

calibration signal is injected and the electronics

Off-Detector Electronics

DIS 2022: XXIX International Workshop on Deep-Inelastic Scattering and Related Subjects, 2 May – 6 May, 2022

Multi-Channel Performance: Low coherent noise between neighboring 
channels, application of Optimal Filtering yields <.2% crosstalk

Energy and timing resolution: Optimal filtering applied for energy and 
timing of shaped, digitized triangular pulses. Gaussian fits to consecutive 
measurements yield !!" < 0.1% for large pulses, exceeding specifications

COLUTAv4 ADC

HL-LHC plan:
• High Luminosity Large Hadron Collider (HL-LHC) upgrade in 2029
• Increase in instantaneous luminosity factor of 5 to 7.5 with respect to 

nominal 
• Integrated luminosity planned: up to 4000 fb-1

Version 1.1 FEB2 ‘Slice’ Tesboard: 
• Preamplifier/Shaper (LAUROC2)à ADC 

(COLUTAv3) à Optical Transceivers
• Slice board with 32 channels in the same 

density as final 128 channel FEB2
• LAr pulses from Arbitrary Wave Generator 

sent to test full FEB2 readout chain
• Energy and timing, linearity, and multi-

channel performance characterized

calibration signal is injected and the electronics
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New v4 Prototype:
• 8 channels implementing 12-bit 

Successive Approximation Register (SAR) 
with a Multiplying Digital Analog 
Converter (MDAC) to extend range

• New socketed testboard including  
ALFE2 chip for integrated testing 

calibration signal is injected and the electronics

Summary
ü On-detector and off-detector electronics being developed to handle challenges of HL-

LHC data taking conditions
ü Custom radiation-hard ASIC prototypes meet required performance specifications
ü Off-detector hardware and firmware developments show promise for handling pileup 

conditions of HL-LHC
ü FEB2 ‘Slice’ Testboard shows promising results from integration of front-end 

components
ü Excellent progress being made in LAr Phase-II Upgrade Electronics

On-Detector Electronics
ALFE2 Preamplifier/Shaper

LAr Signal Processor (LASP) LAr Timing System (LATS)

Standalone test results:
• ENOB > 11 bits for up to 18MHz 

input sine wave frequency
• Pedestal noise 1.2 ADC Counts RMS

Upgrade Motivation:
• New ATLAS TDAQ system to handle increased pileup (up to 200 

simultaneous interactions)
• Increased radiation tolerance on front-end

• Single Event Effect (SEE) characterization 
sets upper limit for continuous operation of 
8.68SEE/day for the entire system

Motivation: 
• LATOURNETT board distributes 40MHz 

LHC clock and Bunch Crossing Reset 
(BCR) signals, as well as configuration 
commands to FEB2s

• LATOURNETT schematic design is 
currently underway, with a table test 
bench recently developed

• Each LATOURNETT can connect to 72 on
detector boards, at least 26
LATOURNETT boards needed

130nm CMOS custom ASIC.
Analog processing on signals 
(amplification, CR-(RC)2
shaping), 16-bit dyn. range

Recent Radiation Testing: 
• Irradiated beyond Total Integrated Dose (TID) 

expected for HL-LHC, principal characteristics 
of the front-end remain stable

65nm CMOS custom ASIC. Digitize PA/S 
outputs at 40MHz with 14-bit dynamic 
range and > 11-bit precision 

Implement Trigger, Timing, and control 
based on LpGBT protocol for 1524 FEB2s 
and 128 Calibration boards

Calibration Board Inject calorimeter pulses to calibrate readout 
electronics with integral non-linearity <0.1%; 7.5 V 
output requires HV-CMOS

Initial Testing Results: 
• ALFE2 low to high gain peak-peak crosstalk 

<20mV with 50Ω input impedance, a 5x 
improvement over ALFE

Chip features: 
• Tuneable input impedance and time constants
• 4 channel summing for hardware trigger

• Preliminary Design Review on February 10th 2022, calibration ASICs passed all specs 
with recommendations

• New prototypes LADOCv2 and CLAROCv4 submitted, expecting improved linearity 

Hardware Developments: 
• LASP V1 test board completed with 2 

Intel Stratix-10 FPGAs
• Testing currently underway

Calculate energy and time of digitized 
waveforms  from up to 1024 channels. 
Transmit data, energy and timing at 
25Gbps to trigger and  data acquisition
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Phase-I Upgrade [2]
• LAr Trigger Digitizer Board + 

LAr Digital Processing System 
• Installed during Long 

Shutdown 2, currently being 
commissioned

• Provide trigger unit of readout
of finer transverse granularity 
+ longitudinal shower 
information

Phase-II Upgrade [3] (this poster)
• Installation of precision readout             

On-detector and Off-detector
electronics during the LHC’s                  
Long  Shutdown 3

• Radiation-hard front-end electronics
• Digitization and transmission of all data 

off-detector at 40MHz, nearly 400 times 
the current rate

Requirements: 
• Integral non-linearity <.1%
• ENI<150nA for 25Ω input 

impedance, ENI<50nA for 
55Ω input impedance

• Delayed pulses interleaved to form 
finely sampled pulse for energy and 
timing resolution measurements 

CLAROCv1 custom ASIC:
• 180 mm XFAB technology
• Pulser with 4 high-frequency switches 

LADOCv3 custom ASIC:
• 130nm TSMC technology
• 16-bit DAC with slow control chip configuration

• Noise and 
linearity 
performance 
similar to
ALFE, 
exceeding 
specifications 

ATLAS  Liquid Argon (LAr) Calorimeter: 
• Liquid argon based sampling calorimeter with lead (EM), copper (HEC) 

and both copper and tungsten absorbers (FCAL) [1]
• Incoming particles ionize the liquid argon. Ions and electrons created 

drift to  absorber and electrode respectively, due to voltage applied in 
liquid argon filled gap

• Triangular current pulse amplified, shaped, and sampled at 40 MHz 

Neural Net Studies: 
• Increased pileup noise expected due to 

overlapping pulse shapes in consecutive 
bunch crossings during HL-LHC will 
degrade energy, timing, and trigger 
performance

• Machine learning algorithms 
implemented on FPGA show 
improvement in energy, timing 
resolution when compared to current 
Optimal Filtering method

• Recent study: maximum of 37 NNs 
implemented on FPGA for LASP V1 can 
run at 400MHz, processing 10 channels 
each

2023: today 2029: Start of High 
Luminosity LHC 
(our first future collider!)
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LHC Timeline

calibration signal is injected and the electronics

Development of the ATLAS Liquid 
Argon Calorimeter Readout Electronics 
for the HL-LHC 

The image part with relationship ID rId3 was not found in the file.

Andrew Smith (Columbia University), on behalf of the 
Liquid Argon Calorimeter Group

Introduction

Energy Resolution

LAr HL-LHC Upgrade

Front-End Board 2 (FEB2) Slice Board Results

calibration signal is injected and the electronics

Off-Detector Electronics

DIS 2022: XXIX International Workshop on Deep-Inelastic Scattering and Related Subjects, 2 May – 6 May, 2022

Multi-Channel Performance: Low coherent noise between neighboring 
channels, application of Optimal Filtering yields <.2% crosstalk

Energy and timing resolution: Optimal filtering applied for energy and 
timing of shaped, digitized triangular pulses. Gaussian fits to consecutive 
measurements yield !!" < 0.1% for large pulses, exceeding specifications

COLUTAv4 ADC

HL-LHC plan:
• High Luminosity Large Hadron Collider (HL-LHC) upgrade in 2029
• Increase in instantaneous luminosity factor of 5 to 7.5 with respect to 

nominal 
• Integrated luminosity planned: up to 4000 fb-1

Version 1.1 FEB2 ‘Slice’ Tesboard: 
• Preamplifier/Shaper (LAUROC2)à ADC 

(COLUTAv3) à Optical Transceivers
• Slice board with 32 channels in the same 

density as final 128 channel FEB2
• LAr pulses from Arbitrary Wave Generator 

sent to test full FEB2 readout chain
• Energy and timing, linearity, and multi-

channel performance characterized

calibration signal is injected and the electronics

References
[1] ATLAS Collaboration, The ATLAS experiment at the CERN Large Hadron Collider, JINST 3 (2008) S08003.
[2] ATLAS Collaboration, ATLAS Liquid Argon Calorimeter Phase-I Upgrade Technical Design Report,CERN-LHCC-2013-017, ATLAS-TDR-022. 
[3] ATLAS Collaboration, ATLAS Liquid Argon Calorimeter Phase-II Upgrade Technical Design Report, CERN-LHCC-2017-018 ; ATLAS-TDR-027 

New v4 Prototype:
• 8 channels implementing 12-bit 

Successive Approximation Register (SAR) 
with a Multiplying Digital Analog 
Converter (MDAC) to extend range

• New socketed testboard including  
ALFE2 chip for integrated testing 

calibration signal is injected and the electronics

Summary
ü On-detector and off-detector electronics being developed to handle challenges of HL-

LHC data taking conditions
ü Custom radiation-hard ASIC prototypes meet required performance specifications
ü Off-detector hardware and firmware developments show promise for handling pileup 

conditions of HL-LHC
ü FEB2 ‘Slice’ Testboard shows promising results from integration of front-end 

components
ü Excellent progress being made in LAr Phase-II Upgrade Electronics

On-Detector Electronics
ALFE2 Preamplifier/Shaper

LAr Signal Processor (LASP) LAr Timing System (LATS)

Standalone test results:
• ENOB > 11 bits for up to 18MHz 

input sine wave frequency
• Pedestal noise 1.2 ADC Counts RMS

Upgrade Motivation:
• New ATLAS TDAQ system to handle increased pileup (up to 200 

simultaneous interactions)
• Increased radiation tolerance on front-end

• Single Event Effect (SEE) characterization 
sets upper limit for continuous operation of 
8.68SEE/day for the entire system

Motivation: 
• LATOURNETT board distributes 40MHz 

LHC clock and Bunch Crossing Reset 
(BCR) signals, as well as configuration 
commands to FEB2s

• LATOURNETT schematic design is 
currently underway, with a table test 
bench recently developed

• Each LATOURNETT can connect to 72 on
detector boards, at least 26
LATOURNETT boards needed

130nm CMOS custom ASIC.
Analog processing on signals 
(amplification, CR-(RC)2
shaping), 16-bit dyn. range

Recent Radiation Testing: 
• Irradiated beyond Total Integrated Dose (TID) 

expected for HL-LHC, principal characteristics 
of the front-end remain stable

65nm CMOS custom ASIC. Digitize PA/S 
outputs at 40MHz with 14-bit dynamic 
range and > 11-bit precision 

Implement Trigger, Timing, and control 
based on LpGBT protocol for 1524 FEB2s 
and 128 Calibration boards

Calibration Board Inject calorimeter pulses to calibrate readout 
electronics with integral non-linearity <0.1%; 7.5 V 
output requires HV-CMOS

Initial Testing Results: 
• ALFE2 low to high gain peak-peak crosstalk 

<20mV with 50Ω input impedance, a 5x 
improvement over ALFE

Chip features: 
• Tuneable input impedance and time constants
• 4 channel summing for hardware trigger

• Preliminary Design Review on February 10th 2022, calibration ASICs passed all specs 
with recommendations

• New prototypes LADOCv2 and CLAROCv4 submitted, expecting improved linearity 

Hardware Developments: 
• LASP V1 test board completed with 2 

Intel Stratix-10 FPGAs
• Testing currently underway

Calculate energy and time of digitized 
waveforms  from up to 1024 channels. 
Transmit data, energy and timing at 
25Gbps to trigger and  data acquisition
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Phase-I Upgrade [2]
• LAr Trigger Digitizer Board + 

LAr Digital Processing System 
• Installed during Long 

Shutdown 2, currently being 
commissioned

• Provide trigger unit of readout
of finer transverse granularity 
+ longitudinal shower 
information

Phase-II Upgrade [3] (this poster)
• Installation of precision readout             

On-detector and Off-detector
electronics during the LHC’s                  
Long  Shutdown 3

• Radiation-hard front-end electronics
• Digitization and transmission of all data 

off-detector at 40MHz, nearly 400 times 
the current rate

Requirements: 
• Integral non-linearity <.1%
• ENI<150nA for 25Ω input 

impedance, ENI<50nA for 
55Ω input impedance

• Delayed pulses interleaved to form 
finely sampled pulse for energy and 
timing resolution measurements 

CLAROCv1 custom ASIC:
• 180 mm XFAB technology
• Pulser with 4 high-frequency switches 

LADOCv3 custom ASIC:
• 130nm TSMC technology
• 16-bit DAC with slow control chip configuration

• Noise and 
linearity 
performance 
similar to
ALFE, 
exceeding 
specifications 

ATLAS  Liquid Argon (LAr) Calorimeter: 
• Liquid argon based sampling calorimeter with lead (EM), copper (HEC) 

and both copper and tungsten absorbers (FCAL) [1]
• Incoming particles ionize the liquid argon. Ions and electrons created 

drift to  absorber and electrode respectively, due to voltage applied in 
liquid argon filled gap

• Triangular current pulse amplified, shaped, and sampled at 40 MHz 

Neural Net Studies: 
• Increased pileup noise expected due to 

overlapping pulse shapes in consecutive 
bunch crossings during HL-LHC will 
degrade energy, timing, and trigger 
performance

• Machine learning algorithms 
implemented on FPGA show 
improvement in energy, timing 
resolution when compared to current 
Optimal Filtering method

• Recent study: maximum of 37 NNs 
implemented on FPGA for LASP V1 can 
run at 400MHz, processing 10 channels 
each

calibration signal is injected and the electronics

Development of the ATLAS Liquid 
Argon Calorimeter Readout Electronics 
for the HL-LHC 

The image part with relationship ID rId3 was not found in the file.

Andrew Smith (Columbia University), on behalf of the 
Liquid Argon Calorimeter Group

Introduction

Energy Resolution

LAr HL-LHC Upgrade

Front-End Board 2 (FEB2) Slice Board Results

calibration signal is injected and the electronics

Off-Detector Electronics

DIS 2022: XXIX International Workshop on Deep-Inelastic Scattering and Related Subjects, 2 May – 6 May, 2022

Multi-Channel Performance: Low coherent noise between neighboring 
channels, application of Optimal Filtering yields <.2% crosstalk

Energy and timing resolution: Optimal filtering applied for energy and 
timing of shaped, digitized triangular pulses. Gaussian fits to consecutive 
measurements yield !!" < 0.1% for large pulses, exceeding specifications

COLUTAv4 ADC

HL-LHC plan:
• High Luminosity Large Hadron Collider (HL-LHC) upgrade in 2029
• Increase in instantaneous luminosity factor of 5 to 7.5 with respect to 

nominal 
• Integrated luminosity planned: up to 4000 fb-1

Version 1.1 FEB2 ‘Slice’ Tesboard: 
• Preamplifier/Shaper (LAUROC2)à ADC 

(COLUTAv3) à Optical Transceivers
• Slice board with 32 channels in the same 

density as final 128 channel FEB2
• LAr pulses from Arbitrary Wave Generator 

sent to test full FEB2 readout chain
• Energy and timing, linearity, and multi-

channel performance characterized

calibration signal is injected and the electronics
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New v4 Prototype:
• 8 channels implementing 12-bit 

Successive Approximation Register (SAR) 
with a Multiplying Digital Analog 
Converter (MDAC) to extend range

• New socketed testboard including  
ALFE2 chip for integrated testing 

calibration signal is injected and the electronics

Summary
ü On-detector and off-detector electronics being developed to handle challenges of HL-

LHC data taking conditions
ü Custom radiation-hard ASIC prototypes meet required performance specifications
ü Off-detector hardware and firmware developments show promise for handling pileup 

conditions of HL-LHC
ü FEB2 ‘Slice’ Testboard shows promising results from integration of front-end 

components
ü Excellent progress being made in LAr Phase-II Upgrade Electronics

On-Detector Electronics
ALFE2 Preamplifier/Shaper

LAr Signal Processor (LASP) LAr Timing System (LATS)

Standalone test results:
• ENOB > 11 bits for up to 18MHz 

input sine wave frequency
• Pedestal noise 1.2 ADC Counts RMS

Upgrade Motivation:
• New ATLAS TDAQ system to handle increased pileup (up to 200 

simultaneous interactions)
• Increased radiation tolerance on front-end

• Single Event Effect (SEE) characterization 
sets upper limit for continuous operation of 
8.68SEE/day for the entire system

Motivation: 
• LATOURNETT board distributes 40MHz 

LHC clock and Bunch Crossing Reset 
(BCR) signals, as well as configuration 
commands to FEB2s

• LATOURNETT schematic design is 
currently underway, with a table test 
bench recently developed

• Each LATOURNETT can connect to 72 on
detector boards, at least 26
LATOURNETT boards needed

130nm CMOS custom ASIC.
Analog processing on signals 
(amplification, CR-(RC)2
shaping), 16-bit dyn. range

Recent Radiation Testing: 
• Irradiated beyond Total Integrated Dose (TID) 

expected for HL-LHC, principal characteristics 
of the front-end remain stable

65nm CMOS custom ASIC. Digitize PA/S 
outputs at 40MHz with 14-bit dynamic 
range and > 11-bit precision 

Implement Trigger, Timing, and control 
based on LpGBT protocol for 1524 FEB2s 
and 128 Calibration boards

Calibration Board Inject calorimeter pulses to calibrate readout 
electronics with integral non-linearity <0.1%; 7.5 V 
output requires HV-CMOS

Initial Testing Results: 
• ALFE2 low to high gain peak-peak crosstalk 

<20mV with 50Ω input impedance, a 5x 
improvement over ALFE

Chip features: 
• Tuneable input impedance and time constants
• 4 channel summing for hardware trigger

• Preliminary Design Review on February 10th 2022, calibration ASICs passed all specs 
with recommendations

• New prototypes LADOCv2 and CLAROCv4 submitted, expecting improved linearity 

Hardware Developments: 
• LASP V1 test board completed with 2 

Intel Stratix-10 FPGAs
• Testing currently underway

Calculate energy and time of digitized 
waveforms  from up to 1024 channels. 
Transmit data, energy and timing at 
25Gbps to trigger and  data acquisition

�

�������
��	
�

���������	
���
�
��������
�����
�������

�
������

����
 ���
���
��
�����

���
��	���

�

� ��	��
�
����


�����


�������	�

 !��

������

"#�

"#�

����������	
�

"#�

�$%&��
����'�

(��)"*

"#�

��������+����,�

#���
����'�


�������
��������
	
���
��


�

��)" )��-���.,�	�
�
������


���
��-

���
��-

���
��-

���
��-

./��
01�����2+

./��
01�����2+

./��
01�����2+

./��
01�����2+

�

�"
�3
�44�
�#�4���'�
����
��(�3#�*

����5�
��	���
�	4

�

"#� �
�6

��)"

�
�����-�55�
�

���
��-

���
��-

���
��-

���
��-

./��

���

./��

./��

./��

�6

6�4��	�

��,��17�����
�����
�3
�44�

������

�

�+�
"

���

������	���

�+�

�#+"�

���������	
���������


"#�
�6

"#�
�6

"#�
�6

�"
�#�4������
������	4��������(�#��*

33�

����������������������������

�7�
"�����
��4��

����	
���
���
��������������

�

����
�8���	�
��

��
�

���
�
���
�

�$%&��
����'�


�3�
"

��

�3�
"

��

�3�
"

��

����
�8���	�
��

����������������


#"�
33��8

��	�
�����)"

������ �����!��� �������

33����)"

#��

�+�
"

��

�.�2%

�.�2%

�
5
�4��	�
-�����


�
��	�
����


�.�2%


���


���


���

Phase-I Upgrade [2]
• LAr Trigger Digitizer Board + 

LAr Digital Processing System 
• Installed during Long 

Shutdown 2, currently being 
commissioned

• Provide trigger unit of readout
of finer transverse granularity 
+ longitudinal shower 
information

Phase-II Upgrade [3] (this poster)
• Installation of precision readout             

On-detector and Off-detector
electronics during the LHC’s                  
Long  Shutdown 3

• Radiation-hard front-end electronics
• Digitization and transmission of all data 

off-detector at 40MHz, nearly 400 times 
the current rate

Requirements: 
• Integral non-linearity <.1%
• ENI<150nA for 25Ω input 

impedance, ENI<50nA for 
55Ω input impedance

• Delayed pulses interleaved to form 
finely sampled pulse for energy and 
timing resolution measurements 

CLAROCv1 custom ASIC:
• 180 mm XFAB technology
• Pulser with 4 high-frequency switches 

LADOCv3 custom ASIC:
• 130nm TSMC technology
• 16-bit DAC with slow control chip configuration

• Noise and 
linearity 
performance 
similar to
ALFE, 
exceeding 
specifications 

ATLAS  Liquid Argon (LAr) Calorimeter: 
• Liquid argon based sampling calorimeter with lead (EM), copper (HEC) 

and both copper and tungsten absorbers (FCAL) [1]
• Incoming particles ionize the liquid argon. Ions and electrons created 

drift to  absorber and electrode respectively, due to voltage applied in 
liquid argon filled gap

• Triangular current pulse amplified, shaped, and sampled at 40 MHz 

Neural Net Studies: 
• Increased pileup noise expected due to 

overlapping pulse shapes in consecutive 
bunch crossings during HL-LHC will 
degrade energy, timing, and trigger 
performance

• Machine learning algorithms 
implemented on FPGA show 
improvement in energy, timing 
resolution when compared to current 
Optimal Filtering method

• Recent study: maximum of 37 NNs 
implemented on FPGA for LASP V1 can 
run at 400MHz, processing 10 channels 
each

2023: today 2029: Start of High 
Luminosity LHC 
(our first future collider!)

2040: end of LHC 
data/physics
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2023 P5

DRAFT Exploring the Quantum Universe: Pathways to Innovation and Discovery in Particle Physics

1: Introduction 2

1.1

Overview and Vision
Curiosity-driven research is at the core of particle physics, a field of science in which 
we study the building blocks of the subatomic world. In examining these point-like par-
ticles and their interactions, we decipher the quantum realm. We also look out into the 
universe, beyond the visible stars, by building instruments that can illuminate the hidden 
universe. By studying the very small and the very large, realms that are beyond the limits 
of human perception, we expand our understanding of the world around us and begin to 
grasp our place in the cosmos. Going beyond phenomena that we can probe using current 
experiments, we can use theoretical principles to test our current physics understanding 
and predict new particles and new phenomena; in this way we explore new paradigms 
in physics.

Within each of these broad themes, we identify compelling questions that define 
our priorities and drive what instruments we build and what experiments we design. 
These science drivers change over time, as new discoveries are made and our under-
standing deepens. 

Informed by the community-driven Snowmass planning process, we have identified 
a new set of three science themes and six science drivers. The drivers evolved from 
those of the previous decade.

Decipher  
the  
Quantum  
Realm

Elucidate the Mysteries  
of Neutrinos

Reveal the Secrets of  
the Higgs Boson

Explore  
New  
Paradigms  
in Physics

Search for Direct Evidence 
of New Particles

Pursue Quantum Imprints  
of New Phenomena

Illuminate  
the  
Hidden  
Universe

Determine the Nature  
of Dark Matter

Understand What Drives 
Cosmic Evolution
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universe, beyond the visible stars, by building instruments that can illuminate the hidden 
universe. By studying the very small and the very large, realms that are beyond the limits 
of human perception, we expand our understanding of the world around us and begin to 
grasp our place in the cosmos. Going beyond phenomena that we can probe using current 
experiments, we can use theoretical principles to test our current physics understanding 
and predict new particles and new phenomena; in this way we explore new paradigms 
in physics.

Within each of these broad themes, we identify compelling questions that define 
our priorities and drive what instruments we build and what experiments we design. 
These science drivers change over time, as new discoveries are made and our under-
standing deepens. 
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Priorities (unordered) 

Ongoing (Rec 1)
• HL-LHC
• Dune Phase 1 
• Vera Rubin/LSST 
• Smaller projects: ex. NOvA, IceCube, 

SuperCDMS, Belle II, LHCb, Mu2e, etc.
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Priorities (unordered) 

Construction (Rec 2)Ongoing (Rec 1)
1. CMB-S4 
2. DUNE Phase-II 
3. Off-shore Higgs factory
4. Gen-3 direct detection DM (preferably US-sited) 
5. IceCube-Gen2

• HL-LHC
• Dune Phase 1 
• Vera Rubin/LSST 
• Smaller projects: ex. NOvA, IceCube, 

SuperCDMS, Belle II, LHCb, Mu2e, etc.
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Priorities (unordered) 

Construction (Rec 2)

R&D (Rec 4) 

Ongoing (Rec 1)
1. CMB-S4 
2. DUNE Phase-II 
3. Off-shore Higgs factory
4. Gen-3 direct detection DM (preferably US-sited) 
5. IceCube-Gen2

• Cost-effective 10 TeV pCM collider: demonstrator within 10 years 
• Theory  
• General Accelerator R&D (GARD)  
• Instrumentation for scientific tools 
• Detectors for Higgs factory & 10 TeV pCM 
• Cyberinfrastructure/novel data analysis  
• Fermilab accelerator complex 

• HL-LHC
• Dune Phase 1 
• Vera Rubin/LSST 
• Smaller projects: ex. NOvA, IceCube, 

SuperCDMS, Belle II, LHCb, Mu2e, etc.
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Second Decade of the Higgs Boson

2

Thermal 
History of 
Universe

Higgs 
Physics

Origin of 
EWSB? Higgs Portal 

to Hidden Sectors?

Stability of Universe

CPV and 
Baryogenesis

Origin of masses?

Origin of Flavor?

Is it unique?

Fundamental 
or Composite?

Naturalness

Thermal History of 
Universe

Origin of EWSB?

FIG. 1: The Higgs boson as the keystone of the Standard Model is connected to numerous fundamental questions that can be
investigated by studying it in detail.

II. WHY THE HIGGS IS THE MOST IMPORTANT PARTICLE

Over the past decade, the LHC has fundamentally changed the landscape of high energy particle physics through
the discovery of the Higgs boson and the first measurements of many of its properties. As a result of this, and no
discovery of new particles or new interactions at the LHC, the questions surrounding the Higgs have only become
sharper and more pressing for planning the future of particle physics.

The Standard Model (SM) is an extremely successful description of nature, with a basic structure dictated by
symmetry. However, symmetry alone is not su�cient to fully describe the microscopic world we explore: even after
specifying the gauge and space-time symmetries, and number of generations, there are 19 parameters undetermined by
the SM (not including neutrino masses). Out of these parameters 4 are intrinsic to the gauge theory description, the
gauge couplings and the QCD theta angle. The other 15 parameters are intrinsic to the coupling of SM particles to the
Higgs sector, illustrating its paramount importance in the SM. In particular, the masses of all fundamental particles,
their mixing, CP violation, and the basic vacuum structure are all undetermined and derived from experimental data.
Therefore, as simply a test of the validity of the SM, all these couplings must be measured experimentally. However,
the centrality of the Higgs boson goes far beyond just dictating the parameters of the SM.

The Higgs boson is connected to some of our most fundamental questions about the Universe. Its most basic role
in the SM is to provide a source of Electroweak Symmetry Breaking (EWSB). However, while the Higgs can describe
EWSB, it is merely put in by hand in the Higgs potential. Explaining why EWSB occurs is outside the realm of
the Higgs boson, and yet at the same time by studying it we may finally understand its origin. There are a variety
of connected questions and observables tied to the origin of EWSB for the Higgs boson. For example, is the Higgs
mechanism actually due to dynamical symmetry breaking as observed elsewhere in nature? Is the Higgs boson itself
a fundamental particle or a composite of some other strongly coupled sector? The answers to these questions have a
number of ramifications beyond the origin of EWSB.

If the Higgs boson is a fundamental particle, it represents the first fundamental scalar particle discovered in nature.
This has profound consequences both theoretically and experimentally. From our modern understanding of quantum
field theory viewed through the lens of Wilsonian renormalization, fundamental scalars should not exist in the low
energy spectrum without an ultra-violet (UV) sensitive fine tuning. This is known as the naturalness or hierarchy
problem. From studying properties of the Higgs boson, one can hope to learn whether there is some larger symmetry
principle at work such as supersymmetry, neutral naturalness, or if the correct theory is a composite Higgs model
where the Higgs is a pseudo-Goldstone boson.

Experimentally, there are also a number of intriguing directions that open up if the Higgs boson is a fundamental
particle. The most straightforward question is whether the Higgs boson is unique as the only scalar field in our
universe or is it just the first of many? From a field theoretic point of view, one can construct the lowest dimension
gauge and Lorentz invariant operator in the SM from the Higgs boson alone. This means that generically if there
are other “Hidden” sectors beyond the SM, at low energies the couplings of the Hidden sector particles to the Higgs
boson are predicted to be the leading portal to the additional sectors. Additionally, with a scalar particle the question
remains as to whether the minimal Higgs potential is correct. The form of the potential has repercussions for both our

• Higgs boson observation in 
2012 by ATLAS & CMS 
“completes” the Standard Model 
‣ Measurement of Higgs 

couplings to bosons (gluons, 
photons, W/Z) and heaviest 
fermions (taus, tops, bottoms)  

• Higgs has unique connection to 
remaining BSM questions 

➡ P5: “Higgs boson physics can 
only be studied at high-energy 
collider experiments”

2209.07510

https://arxiv.org/abs/2209.07510
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The High Luminosity LHC Era 
• Higgs physics: 

‣ Measure Higgs couplings to 2nd generation fermions 
(muons, charm, strange?) 

• Direct beyond the SM searches:  
‣ P5 5.1.2: “Explore challenging signatures such as 

compressed spectra, boosted topologies, and long-
lived particles.” 

‣ Dark matter: unique collider handle on complex dark 
sectors (eg. dark QCD)  

• Development of new data analysis & reconstruction 
techniques, eg. advanced AI/ML

ATLAS DRAFT

ATLAS DRAFT

Feature Criterion

Jet Collection AntiKt4EMPFlowJets
Jet selection ?T ¿ 30 GeV
|[ | < 2.8

Algorithm BDT DL1r

Operating point Eff = 77%
CDI 2020-21-13TeV-MC16-CDI-2021-04-16 v1

Table 3: Summary of b-tagging selection criteria.

1.2 Outstanding steps:191

2 Signal Model192

2.1 Semivisible jets theory model193

Semi-visible jets [1, 2] are reconstructed collider objects where the visible states in the shower are SM194

hadrons but also geometrically containing some invisible components, as shown in Fig. 1. It is assumed195

in these scenarios that the strongly coupled hidden sector contains some families of dark quarks which196

bind into dark hadrons at energies lower than a dark-confinement scale ⇤3 . The total momentum of the197

dark matter is hence correlated with the momentum of the visible states, leading to event ⇢miss
T direction198

close to a jet. As this is also a signature of mismeasured jets in a detector, this class of jets has so far been199

unexplored in LHC, and such events have typically been discarded.200

Figure 1: Different scenarios of a dark-sector parton shower. The central cartoon [2] displays the scenario of
semi-visible jets. The blue lines (q) represent the SM hadrons whereas the purple lines ([3) represent the dark
hadrons.

Simplified models involve a minimal extension of the SM with new particles and couplings. In t-channel201

production, the mediator interacts with DM and one of the SM quarks. These models consider the202

scenario of fermionic DM particle which interacts with SM particles via a scalar mediator coupling only to203

right-handed quarks. A generic t-channel DM simplified model contains an extension of the SM by two204

24th April 2023 – 17:05 8

Figure 2: Semi-visible jet topology, displaying varying patterns of visible (blue) and invisible (pink) constituent
energy, coming from SM and dark particle respectively.

by SM QCD multijet processes. Discriminating signal from QCD is challenging, as the signature of128

⇢miss
T well-aligned with a jet is often attributed to jet mismeasurement.129

Review; Semi-visible jets

8 June 2023 E. Busch 2

• The semi-visible jets search is 
motivated by hidden valley models 
in which a dark hadron decays 
partially back to the visible sector
• This results in a complex, prompt 

signature in which jet are aligned with 
the the missing ET

• These models are described in the 
Dark Sector Showers phenomenology 
paper

• In the s-channel analysis, we 
consider a resonant production 
process

Figure 3: Cartoon showing the expected dijet topology, with two SVJs in the final state, one of which is well-aligned
with ⇢miss

T .

The ATLAS collaboration has previously performed searches for dark QCD, namely for dark quarks130

produced via t-channel production [1]. The CMS collaboration has performed a s-channel / 0 search131

decaying to semi-visible jets [2] using a boosted decision tree (BDT) to enhance discrimination of SVJs132

over QCD background. This result achieves exclusion at 95% confidence for mediator masses between 1.5133

and 5.1 TeV, and R8=E between 0.01 and 0.77. There are several key differences between this search and the134

CMS partner result, namely the use of small-R jets to reconstruct the daughter dark quarks, the choice135

of low/event-level information to train the ML method, and the signal model itself, all of which make it136

challenging to directly compare the two.137

This analysis utilizes the novel adaptation of novel low-level machine learning (ML) methods trained138

over tracks associated to the candidate SVJs in the event. This high-dimensional approach allows the139

exploitation of subtle correlations, for example in shower width or jet substructure, in the hadronization140

patterns of SM vs. dark QCD. Two different ML tools with different training mechanisms are used: one that141

focuses on the best possible exclusion to the specific SVJ model considered here, and another that performs142

11th December 2023 – 10:02 6

Overview of the GNN4ITk pipeline

• Represent a pp-collision event as a graph. Treat each hit as a node, and each edge connecting 2 
nodes as a hypothesis that they are 2 consecutive hits on a particle track.

• Classify edges using a Graph Neural Network (GNN), then segment the graph to build track 
candidates.

• Git repo, documentation (WIP).

0 8 . 1 2 . 2 0 2 3 3

GNN4Itk

Dark Jets

Long-Lived Particles
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Why Higgs Factory? 
• Electron-positron factory with CoM energy range of 90-350 GeV (scanning Z, WW, H, top production) 

• Higgs/precision physics: 
‣ 10x improvement on Higgs mass/couplings; indirect evidence of new physics through deviations in high-

precision measurements 

• Beyond the SM searches:  
‣ Unique sensitivity via clean environment & large luminosities to light, feebly coupled, and/or long-lived 

particle final states  
- Higgs decay to invisible (ex. dark matter) improved 10x over HL-LHC

ppe+e-
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Off-Shore Higgs Factory Options
• P5: “The US should actively engage in design studies to establish the technical feasibility 

and cost envelope of Higgs factory designs.”  
‣ Future Circular Collider (FCC) ee: hosted by CERN  

‣ “From European Strategy: “An electron-positron Higgs factory is the highest-priority next 
collider. For the longer term…  a proton-proton collider at the highest achievable energy.” 

‣ International Linear Collider (ILC): funded four-year ILC Technology Network (ITN) program 
with developing European/Japanese agreement

FCC

ILC
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Towards 10 TeV pCM
• Ultimate direct discovery reach of TeV scale 

phenomena 
• Possible with hadron (FCC-hh @ 100 TeV) or 

muon colliders, but R&D is needed 

• Higgs physics: 
‣ Probe the electroweak phase transition; Higgs 

self coupling measurements to 5% precision 

• Direct beyond the SM searches:  
‣ Direct discovery of the particles responsible 

for any deviations observed in Higgs factory  
‣ Dark matter: “reach the thermal WIMP target 

for minimal WIMP candidates”  

13th ICFA Seminar, Hamburg, November 2023Gavin Salam

Higgs potential

29

➤ this is a cartoon 

➤ caution needed: e.g. realistic 
BSM models do not just 
modify the potential, but 
may bring extra scalars 
(often modify other couplings, but not 
always, e.g. 2209.00666) 

➤ even if we take the picture 
seriously we may want to 
consider impact of limited 
constraints on  
(figures show either SM or FCC-hh 
constraint; how many coincidences are 
needed for a BSM model to leave  
untouched while modifying ?)

λ4

λ3
λ4
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Muon Collider

[D. Stratakis]

Machine overview

5/03/20236

MW-scale proton 
driver

Muon 
production 
target

Capture 200 
MeV 
bunches 

Ionization 
cooling to 
reduce 6D 
emittance

Collider ring 
for counter 
propagating 
muons Acceleration 

to TeV scale 
energy

P5 Town Hall at SLAC

• Requires a 1-4 MW proton beam @ 5-20 GeV, compressed to 1-3 ns 
bunches at a 5-10 Hz frequency

μC Beam- Induced Background 

Figure 9: A schematic view of the Fermilab site and the layout of the proposed collider complex for
the Muon Collider site-filler (top) and a zoomed-in version showing the 125 and 600 GeV staging
options (bottom).

24

μC @ Fermilab• Best of both worlds: cleanness of leptons, no PDFs as in hadron collider 
‣ But muons decay! Considerable challenge to accelerate & build detectors 

• P5 2.3: “This P5 plan outlines an aggressive R&D program… for a muon 
collider test facility by the end of the decade. This facility would test the 
feasibility of developing a muon collider in the following decade.”  

• P5 2.5: “…synergies between muon and proton colliders, especially in the 
area of development of high-field magnets. R&D efforts in the next 5-year 
timescale → initiating demonstrator facilities within a 10-year timescale.” 

[2203.08088]

https://indico.slac.stanford.edu/event/7992/contributions/5873/attachments/2660/7641/P5_MuC_Talk_Accelerators_Final.pdf
https://arxiv.org/abs/2203.08088
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International Considerations
• Off-shore Higgs factory requires continued 

partnership with CERN and Japanese 
governments 

• Unified FCC proposal: ee 2045-2060 and hh 
2070-2095 [100 TeV] 

• The Chinese proposal: Circular Electron Positron 
Collider (CEPC) [91, 160, 240, 360 GeV] → 
Super proton-proton Collider (SppC) [62.5 TeV] 

‣ CEPC Accelerator International TDR/Cost 
Review in 2023; potential selection by Chinese 
government in 2025, physics in 2035  

• Significant global participation in DUNE & 
potential future muon collider at Fermilab → 
renewed lobbying effort on visa/immigration 
policy well in advance 

[J. Gao]

15CEPC-SppC Proposals-J. Gao ICFA Seminar 2023, Nov. 30, 2023, DESY

CEPC Site Preparations (three candidates in TDR)CEPC Siting, China

FCC
ILC Siting, Japan

➡“Science is not political”

https://indico.desy.de/event/38293/contributions/152238/attachments/86988/116061/CEPC%20and%20SppC%20Proposal-V10-J.%20Gao_20231129080719.pdf
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What’s Next? 
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Future Colliders: Get Involved!
• P5 6.5: “To enable targeted R&D before specific collider projects are established in the 

US, an investment in collider detector R&D funding at the level of $20M per year and 
collider accelerator R&D at the level of $35M per year in 2023 dollars is warranted.”  

• Detector R&D: APS DPF Coordinating Panel on Advanced Detectors (CPAD) 
organizing R&D Collaborations (RDCs) to coordinate progress on key DOE Basic 
Research Needs topics: ongoing now 

‣ High channel density, high data rate, spatial constraints, high radiation, cryogenic 
temperatures…  

• Future Circular Collider:  
‣ Feasibility study ongoing (eg. tunnel implementation done), full report expected 

by 2025  
‣ US FCC organization well underway: second annual workshop @ MIT in April 

2024 (abstract submission is open!)   

• “The US should participate in the International Muon Collider Collaboration (IMCC) and 
take a leading role in defining a reference design.” 

https://indico.mit.edu/event/876/
https://indico.mit.edu/event/876/
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Looking Forward
Community endorsement of P5! 
➡R&D collaborations are forming for generic detector studies 

FCC Feasibility Study report  

Update to European Strategy (CERN Council FCC endorsement?) 

Demonstrator results from μC?  
Recommendation 6: “targeted panel.. that makes decisions on 
the US accelerator-based program” (DOE CD0?)  

Next Snowmass? 2031

Today

2025

2028

2030

* speculative
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Timelines

“But all these timelines are so long!  

I’ll be retired by the time we get data from 
any of these machines! 

How will we maintain the pipeline of early 
career scientists?” 
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Timelines

1964 2012
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Timelines

1916

1964

2015

2012
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Timelines

1916

1964

2015

2012

→ Particle physics is a marathon, not a sprint
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Conclusions
• 2023 P5 is here! 

• Now is the time to start actively preparing for future colliders 
‣ Engage in generic detector & accelerator R&D: pave the way for long-term future of the 
field  
‣ As more information becomes available about collider proposals, be ready to capitalize 
on opportunities   

• An exciting century of colliders & discoveries ahead!Pathways to Innovation 
and Discovery  
in Particle Physics

Draft for Approval

Particle Physics Project Prioritization Panel
High Energy Physics Advisory Panel
December 7, 2023

Exploring
the
Quantum
Universe
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P5 2023 Figure 1: Experiments

DRAFT Exploring the Quantum Universe: Pathways to Innovation and Discovery in Particle Physics

2: The Recommended Particle Physics Program 28
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P5 2023 Figure 1: Initiatives
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P5 2023 Figure 2: Construction

DRAFT Report of the 2023 Particle Physics Project Prioritization Panel

2: The Recommended Particle Physics Program 29
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Figure 2  –  Construction in Various Budget Scenarios
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Balanced Program (Rec 3)
• P5 6.2: New small-project portfolio @ DOE “Advancing Science and Technology through Agile 

Experiments” (ASTAE) [$35 million/year] 
• LHC-adjacent experiments and/or proposed Forward Physics Facility (FPF) @ CERN: several 

decades improvement on LLP benchmarks

Kehang Bai

Beam dumps, 
meson decay, 
fixed target, … LHC Experiments

e+e- colliders & B 
factories

Dark Photon Exclusion
J. Gonski19 Sept 2022

LLP11 Workshop Highlights

6

•Experiment
- Key benchmarks: Higgs→LLP 

scalars→ fermions, long-lived 
gluinos 
- Key tools: ML, dedicated triggers, 

reinterpretation of prompt 
searches, new use of detector 
handles 

•Theory 
- LLPs as ”loopholes” → LLPs as 

generic  
- Progress in interpretation 

frameworks, dedicated 
experiments  
- Then: major gaps included 

displaced taus, delayed photons, 
LLPs in high multiplicities 

 5

EXOT-2013-12

2015 2022

Territory Explored in Higgs —> LLPs 
“How the LLP landscape has changed in 6 years”

L. Jeanty

16

“EVERY THEORIST HAS AN EXPT”

16

• In the 2000s, there was a renaissance of theorists proposing and 
collaborating with experimentalists on small-scale experiments

• In the last ~8 years, this trend has blossomed with a range of new 
proposals! Many originated with theory collaborators

• MoEDAL begun in 2010

SND@ LHC

FACET
B. Shuve

• Extracting physics from excess particles at PIP-II or in wakefield 
demonstrators: new opportunity for beam dump experiments

J. Gonski

➡Small-scale experiments offer unique physics reach, opportunity for 
leadership, & invaluable experience with instrumentation 
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Detector R&D 

J. Gonski2 November 2023 30

Detector R&D 
• A priority for the coming decade is to R&D detector technologies that can meet the 

pressing requirements of future collider environments  

• Funding requests for detector R&D have been prepared by the e+e- and μC communities  

➡Accelerator-generic detector R&D can facilitate HEP incorporation of the latest & greatest 
instrumentation across subfields 221

< 2030 2030-
2035

2035-
2040

2040-
2045

> 2045

Figure 11.1: Detector R&D Themes (DRDT) and Detector Community Themes (DCT).

221

DRDT 7.1    Advance technologies to deal with greatly increased data density
DRDT 7.2    Develop technologies for increased intelligence on the detector
DRDT 7.3    Develop technologies in support of 4D- and 5D-techniques
DRDT 7.4    Develop novel technologies to cope with extreme environments and 

required longevity
DRDT 7.5    Evaluate and adapt to emerging electronics and data processing 

technologies

Electronics

Figure 11.1: Detector R&D Themes (DRDT) and Detector Community Themes (DCT).

221

Develop compact high performance time-of-flight detectors
DRDT 5.1    Promote the development of advanced quantum sensing technologies
DRDT 5.2    Investigate and adapt state-of-the-art developments in quantum 

technologies to particle physics
DRDT 5.3    Establish the necessary frameworks and mechanisms to allow 

exploration of emerging technologies
DRDT 5.4    Develop and provide advanced enabling capabilities and infrastructure

Quantum

Figure 11.1: Detector R&D Themes (DRDT) and Detector Community Themes (DCT).

221

DRDT 2.1    Develop readout technology to increase spatial and energy 
resolution for liquid detectors

DRDT 2.2    Advance noise reduction in liquid detectors to lower signal energy 
thresholds

DRDT 2.4    Realise liquid detector technologies scalable for integration in 
large systems

DRDT 2.3    Improve the material properties of target and detector components 
in liquid detectors

Liquid

Figure 11.1: Detector R&D Themes (DRDT) and Detector Community Themes (DCT).

• Need to R&D detector technologies that can meet the pressing requirements of future collider environments 
[$20 million/year] 

‣ High channel density, high data rate, spatial constraints, high radiation, cryogenic temperatures…  

• APS DPF Coordinating Panel on Advanced Detectors (CPAD) organizing R&D Collaborations (RDCs) to 
coordinate progress on key DOE Basic Research Needs topics: ongoing now 

➡ Accelerator-generic detector R&D can facilitate the latest & greatest instrumentation for the benefit of all HEP 
subfields 

Detector R&D Areas

Next-gen neutrino/LAr 
TPC detectors

“Fast ML” for neutrino/
cosmology experiments & 

monitoring

Quantum sensor/
infrastructure for dark 

matter/computing 
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P5 Budget Scenarios

Energy.gov/science

2023 P5 Budget Scenarios
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Senate Mark 2023 P5 Low 2023 P5 High 2023 P5 Overtop

HE
P 

Fu
nd

in
g 

($
B)

High Scenario: Follows 
FY 2022 Chips & Science Act 
Authorization, then +3% inflation 
through FY 2035

Low Scenario: Begins with FY 2024 
President’s Budget Request, then 
+2% inflation through FY 2035

Overtop Scenario: Follows FY 2022 
Chips & Science Act Authorization, 
then +5.7% inflation through FY 2035

Inflation Reduction Act of 2022 provided 
supplemental funding of +303.6M for HEP 
projects

49
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Collider Implementation Task Force Report
• Comprehensive evaluation & comparisons of collider options from Snowmass Accelerator Frontier 
• Assessment categories:  

1. Years of pre-project R&D needed (technical risk and maturity) 
2. Years until first physics (technically limited schedule) 
3. Project cost in 2021B$ w/o contingency and escalation (cost) 
4. Total operating electric power consumption in MW (environmental impact)

7Higgs factory summary table
Main parameters of the 
submitted Higgs factory 
proposals. 
The cost range is for 
the single listed energy. 
The superscripts next 
to the name of the 
proposal in the first 
column indicate:
(1) Facility is optimized 
for 2 IPs. Total peak 
luminosity for multiple IPs 
is given in parenthesis; 
(2) Energy calibration 
possible to 100 keV 
accuracy for MZ and 300 
keV for MW ; 
(3) Collisions with 
longitudinally polarized 
lepton beams have 
substantially higher 
effective cross sections 
for certain processes 

Snowmass’2021 AF-EF-TF: Collider Implementation Task Force Report

focused on improving energy efficiency throughout the facility and on developing more energy efficient
accelerator concepts, such as energy recovery technologies, has the potential to reduce the electric
power consumption below the values listed in the tables.

Any of the future collider projects constitute one of, if not, the largest science facility in particle
physics [1]. The cost, the required resources and, maybe most importantly, the environmental impact
in the form of large energy consumption will approach or exceed the limit of affordability. ITF suggests
that Snowmass CSS recommends that R&D to reduce the cost and the energy consumption of future
collider projects is given high priority.

Proposal Name CM energy Lum./IP Years of Years to Construction Est. operating
nom. (range) @ nom. CME pre-project first cost range electric power

[TeV] [1034 cm�2s�1] R&D physics [2021 B$] [MW]
FCC-ee1,2 0.24 7.7 (28.9) 0-2 13-18 12-18 290

(0.09-0.37)
CEPC1,2 0.24 8.3 (16.6) 0-2 13-18 12-18 340

(0.09-0.37)
ILC3 - Higgs 0.25 2.7 0-2 <12 7-12 140
factory (0.09-1)
CLIC3 - Higgs 0.38 2.3 0-2 13-18 7-12 110
factory (0.09-1)
CCC3 (Cool 0.25 1.3 3-5 13-18 7-12 150
Copper Collider) (0.25-0.55)
CERC3 (Circular 0.24 78 5-10 19-24 12-30 90
ERL Collider) (0.09-0.6)
ReLiC1,3 (Recycling 0.24 165 (330) 5-10 >25 7-18 315
Linear Collider) (0.25-1)
ERLC3 (ERL 0.24 90 5-10 >25 12-18 250
linear collider) (0.25-0.5)
XCC (FEL-based 0.125 0.1 5-10 19-24 4-7 90
�� collider) (0.125-0.14)
Muon Collider 0.13 0.01 >10 19-24 4-7 200
Higgs Factory3

Table 1: Main parameters of the submitted Higgs factory proposals. The cost range is for the single
listed energy. The superscripts next to the name of the proposal in the first column indicate (1)
Facility is optimized for 2 IPs. Total peak luminosity for multiple IPs is given in parenthesis; (2)
Energy calibration possible to 100 keV accuracy for MZ and 300 keV for MW ; (3) Collisions with
longitudinally polarized lepton beams have substantially higher effective cross sections for certain
processes

Page 5

[T. Roser]

Higgs 
Factories

https://indico.bnl.gov/event/18372/contributions/75207/attachments/47003/79705/2023%2004%2013%20ITF%20report%20presentation%20P5%20committee.pdf


J. Gonski13 December 2023 37

An Early Career From Here

Notes to Senior 
Community 

Run 3 Run 4 Run 5
Today 2029 2035 2040

TenurePostdocPhD

‣ Successful installation 
& commissioning of 
HL-LHC 

‣ Detector R&D for 
Higgs factory/10 TeV 
pCM detectors

‣ Build Higgs factory 
detectors & design 
muon collider ones!

➡Consider that operating today’s 
detectors and project management for 
new ones is as important as physics 
results (and convince your 
departmental colleagues) 

➡P5 Rec 5: “ Funding agencies should 
strategically increase support for 
research scientists, research hardware 
and software engineers, technicians…”

‣ HL-LHC Operations 
(upgrades for Run 5?)  

‣ Auxiliary/small-scale 
experiments at LHC or 
future beam dumps  

‣ Experiment-specific 
detector prototypes for 
future colliders
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Global Early Career Pipeline

Mean Age 
of Global 
Population

Africa & the 
Middle East

• In order to fully pursue the bold aspirations of 2023 P5, we need a robust 
global pipeline of early career scientists to take on future collider projects 

• Now more than ever, we need to step up outreach to the leading 
populations/economies of tomorrow

https://africanphysicsstrategy.org/
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Collider Implementation Task Force Report
• Comprehensive evaluation & comparisons of collider options from Snowmass Accelerator Frontier 
• Assessment categories:  

1. Years of per-project R&D needed (technical risk and maturity) 
2. Years until first physics (technically limited schedule) 
3. Project cost in 2021B$ w/o contingency and escalation (cost) 
4. Total operating electric power consumption in MW (environmental impact)

[T. Roser]

Multi-TeV 
Colliders

10

Colliders with high parton CM energy (10 – 15 TeV) summary table
Main parameters of the 
colliders with 
10 - 15 TeV parton CM 
energy.
Total peak luminosity for 
multiple IPs is given in 
parenthesis. 
The cost range is for the 
single listed energy. 
Collisions with 
longitudinally polarized 
lepton beams have 
substantially higher 
effective cross sections 
for certain processes. 
The relevant energies for 
the hadron colliders are 
the parton CM energy, 
which can be 
substantially less (~ 1/10) 
than hadron CM energy 
quoted in the table.

Snowmass’2021 AF-EF-TF: Collider Implementation Task Force Report

Proposal Name CM energy Lum./IP Years of Years to Construction Est. operating
nom. (range) @ nom. CME pre-project first cost range electric power

[TeV] [1034 cm�2s�1] R&D physics [2021 B$] [MW]
High Energy ILC 3 6.1 5-10 19-24 18-30 ⇠400

(1-3)
High Energy CLIC 3 5.9 3-5 19-24 18-30 ⇠550

(1.5-3)
High Energy CCC 3 6.0 3-5 19-24 12-18 ⇠700

(1-3)
High Energy ReLiC 3 47 (94) 5-10 >25 30-50 ⇠780

(1-3)
Muon Collider 3 2.3 (4.6) >10 19-24 7-12 ⇠230

(1.5-14)
LWFA - LC 3 10 >10 >25 12-80 ⇠340
(Laser-driven) (1-15)
PWFA - LC 3 10 >10 19-24 12-30 ⇠230
(Beam-driven) (1-15)
Structure WFA - LC 3 10 5-10 >25 12-30 ⇠170
(Beam-driven) (1-15)

Table 2: Main parameters of the lepton collider proposals with CM energy higher than 1 TeV. Total
peak luminosity for multiple IPs is given in parenthesis. The cost range is for the single listed energy.
Collisions with longitudinally polarized lepton beams have substantially higher effective cross sections
for certain processes.

Proposal Name CM energy Lum./IP Years of Years to Construction Est. operating
nom. (range) @ nom. CME pre-project first cost range electric power

[TeV] [1034 cm�2s�1] R&D physics [2021 B$] [MW]
Muon Collider 10 20 (40) >10 >25 12-18 ⇠300

(1.5-14)
LWFA - LC 15 50 >10 >25 18-80 ⇠1030
(Laser-driven) (1-15)
PWFA - LC 15 50 >10 >25 18-50 ⇠620
(Beam-driven) (1-15)
Structure WFA 15 50 >10 >25 18-50 ⇠450
(Beam-driven) (1-15)
FCC-hh 100 30 (60) >10 >25 30-50 ⇠560

SPPC 125 13 (26) >10 >25 30-80 ⇠400
(75-125)

Table 3: Main parameters of the colliders with 10 TeV or higher parton CM energy. Total peak
luminosity for multiple IPs is given in parenthesis. The cost range is for the single listed energy.
Collisions with longitudinally polarized lepton beams have substantially higher effective cross sections
for certain processes. The relevant energies for the hadron colliders are the parton CM energy, which
can be substantially less than hadron CM energy quoted in the table.

Page 6

https://indico.bnl.gov/event/18372/contributions/75207/attachments/47003/79705/2023%2004%2013%20ITF%20report%20presentation%20P5%20committee.pdf
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C3 (Cool Copper Collider)
• New concept for linear e+e- collider with “normal-conducting” RF cavities for a more compact 

design than superconducting options 
‣ Minimize surface fields, low breakdown at high gradient (70-110 MeV/m) 
‣ 7 km footprint possible (fits on Fermilab site) 

• Estimated start of physics: 2040 (technically limited)  
• Cost: $7-12 B 
• Primary unknown: new technology requires demonstrator facility (~5 year/50 m scale/$120 M) 

‣ Compatible with FCC-ee injector selection timeline

           Accelerator Complex

10Snowmass

8 km footprint for 250/550 GeV CoM ⟹ 70/120 MeV/m

● 7 km footprint at 155 MeV/m for 550 GeV CoM – present Fermilab site

Large portions of accelerator complex compatible between LC technologies 

● Beam delivery / IP modified from ILC (1.5 km for 550 GeV CoM), 

compatible w/ ILC-like detector

● Damping rings and injectors to be optimized with CLIC as baseline

C3 Parameters C3 - 8 km Footprint for 250/550 GeV

C3 Main Linac Cryomodule
9 m (600 MeV/ 1 GeV)

The Higgs potential at the LHC and beyondBrendon Bullard

✦ New concept for linear e+e- collider with 8 km footprint 

✦ Cavities minimize surface fields  low breakdown at high gradient! 
✦ Small iris between cavities leads to low coupling 

• Solution: distributed RF to each cavity! 
• Engineering possible through modern CNC milling

→

39

Cool Copper Collider (C3)

Caterina Vernieri ・ Cornell University・ September 1, 2023 

C3 is a new linac normal conducting technology

First C3 structure at SLAC

      The Cool Copper Collider

Optimize each cavity for maximum efficiency and lower surface fields
• Relatively small iris such that RF fundamental does not propagate through irises.
• RF power coupled to each cell – no on-axis coupling - required modern super-computing

• Distributed power to each cavity from a common RF manifold
• Mechanical realization by modern CNC milling

• Cryogenic temperature elevates performance in gradient
• Operation at 77 K with liquid nitrogen is simple and practical

12

arXiv:2110.15800

Electric field magnitude for equal power from RF manifold

Tantawi, S et al. PRAB 23.9 (2020) 092001

PRAB, (2020), 092001, 23(9) JINST, (2023), P07053, 18(07) 

[E. Nanni, C. Vernieri]

The Higgs potential at the LHC and beyondBrendon Bullard

✦ New concept for linear e+e- collider with 8 km footprint 

✦ Cavities minimize surface fields  low breakdown at high gradient! 
✦ Small iris between cavities leads to low coupling 

• Solution: distributed RF to each cavity! 
• Engineering possible through modern CNC milling

→

39

Cool Copper Collider (C3)

Caterina Vernieri ・ Cornell University・ September 1, 2023 

C3 is a new linac normal conducting technology

First C3 structure at SLAC

      The Cool Copper Collider

Optimize each cavity for maximum efficiency and lower surface fields
• Relatively small iris such that RF fundamental does not propagate through irises.
• RF power coupled to each cell – no on-axis coupling - required modern super-computing

• Distributed power to each cavity from a common RF manifold
• Mechanical realization by modern CNC milling

• Cryogenic temperature elevates performance in gradient
• Operation at 77 K with liquid nitrogen is simple and practical

12

arXiv:2110.15800

Electric field magnitude for equal power from RF manifold

Tantawi, S et al. PRAB 23.9 (2020) 092001

PRAB, (2020), 092001, 23(9) JINST, (2023), P07053, 18(07) 
JINST (2023) P07053, 18(07)

https://indico.slac.stanford.edu/event/7992/contributions/5870/attachments/2658/7637/C3%20P5%20Final.pdf
https://iopscience.iop.org/article/10.1088/1748-0221/18/07/P07053
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C3 Specs & Timeline 

          Technical Timeline for 250/550 GeV CoM 

12P5 Town Hall

Technically limited timeline developed through the Snowmass process 

Energy upgrade in parallel to operation with installation of additional RF power sources

           Accelerator Complex

10Snowmass

8 km footprint for 250/550 GeV CoM ⟹ 70/120 MeV/m

● 7 km footprint at 155 MeV/m for 550 GeV CoM – present Fermilab site

Large portions of accelerator complex compatible between LC technologies 

● Beam delivery / IP modified from ILC (1.5 km for 550 GeV CoM), 

compatible w/ ILC-like detector

● Damping rings and injectors to be optimized with CLIC as baseline

C3 Parameters C3 - 8 km Footprint for 250/550 GeV

C3 Main Linac Cryomodule
9 m (600 MeV/ 1 GeV)

[E. Nanni, C. Vernieri]

Conclusions

23P5 Town Hall

● C3 provides a rapid route to precision Higgs physics with a compact 8 km footprint

○ Higgs physics run by 2040

○ US-hosted facility possible

● C3  time structure is compatible with ILC-like detector design and optimizations 

ongoing 

● C3 upgrade to 550 GeV with only added rf sources

○ Higgs self-coupling and expanded physics reach

● C3 is scalable to multi-TeV

● C3 Demo advances technology beyond CDR level 

○ 5 year program, followed by completion of TDR and industrialization

○ Three stages with quantitative metrics and milestones for decision points

○ Direct and synergistic contributions to near-term collider concepts

More Details Here (Follow, Endorse, Collaborate): 
https://indico.slac.stanford.edu/event/7155/   

https://indico.slac.stanford.edu/event/7992/contributions/5870/attachments/2658/7637/C3%20P5%20Final.pdf
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Future Circular Collider (ee)
• From European Strategy: “An electron-positron Higgs factory is 

the highest-priority next collider. For the longer term…  a proton-
proton collider at the highest achievable energy.” 

‣ CERN hosted: take advantage of existing injection system/
infrastructure  

• Estimated start of physics: 2045  

• Cost: 12 BCHF for tunnel and FCC-ee (tunnel excavation is large 
percentage of total cost) (Conceptual Design Report [2018]) 

• Primary unknown Established technology, but R&D can increase 
efficiency/reduce cost 

‣ ❗ FCC-ee @ 250 GeV ≃ 300 MW (∼2% of annual electricity 
consumption in Belgium)

[F. Gianotti]

18

FCC physics potential

A multi-stage facility with immense physics potential 
(energy and intensity), operating until the end of the century. 
q FCC-ee : highest luminosities at Z, W, ZH of all proposed Higgs 

and EW factories; indirect discovery potential up to ~ 70 TeV
q FCC-hh: direct exploration of next energy frontier (~ x10 LHC) and 

unparalleled measurements of low-rate and “heavy” Higgs couplings (ttH, HH) 
q Also heavy-ion collisions and, possibly, ep/e-ion collisions
q Synergistic programme exploiting common civil engineering and technical 

infrastructure, building on and reusing CERN’s existing infrastructure

1%

HL-LHC: SM width and !c=1δki (%)

20-30

2-4 experiments22  
2.3  
0.9  

0.16  

Int L/IP/y (ab-1)

182 x 1034

19.4
7.3
1.33

LEP 
statistics 
in ~few 
minutes! 

https://fcc-cdr.web.cern.ch
https://indico.bnl.gov/event/18372/contributions/75206/attachments/47011/79716/CERN-plans.pdf
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Future Circular Collider (hh)

[2306.12897]

• Proton-proton synchrotron with √s = 100 TeV 
• Estimated start of physics: 2070  
• Cost: 17 BCHF additional for FCC-hh (CDR 

[2018]) 
• Primary unknowns: 

‣ Very high-field superconducting magnets: 
14 - 20 T 

‣ Stored beam energy: 8 GJ àmachine 
protection 

‣ High energy consumption: 4 TWh/year 

➡FCC Feasibility Study 
‣ Geological, technical, environmental and 

administrative feasibility of the tunnel and 
surface areas  

‣ Mid-term review 2023; final results 2025

WIMP Simplified Model Projections

EWK SUSY Projections

https://arxiv.org/abs/2306.12897
https://fcc-cdr.web.cern.ch
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FCC Scheduling & Timeline

19

FCC estimated timeline

Technical schedule: 
FCC-ee could start 
operation in 2040 or earlier

Realistic schedule takes into account:
q past experience in building colliders at CERN
q CERN Council approval timeline 
q that HL-LHC will run until ~ 2041 
à ANY future collider at CERN cannot 

start physics operation before 2045-2048
(but construction will proceed in parallel to 
HL-LHC operation)

[F. Gianotti]

Mogens Dam / NBI Copenhagen 27 Sep, 2023Future Colliders for ECR Researchers, CERN 3

Current FCC-ee Project Timeline
Start of FCC-ee physics run

FCC-eeAccelerator Key dates FCC-ee Detectors

FCC Approval: Start of prototyping work             .
European Strategy Update: FCC Recommendation

FC3 formation, call for CDRs, collaboration forming
End of HL-LHC upgrade: more ATS personnel available      .

Detector CDRs (>4) submitted to FC3

Detector component production
Four detector TDRs completed

Start detector installation

Start detector commissioning

End of HL-LHC

Start of ground-breaking and CE at IPs

Industrialisation and component production
Technical design & prototyping completed

Start accelerator installation

Start accelerator commissioning

End of HL-LHC upgrade: more detector experts available

Detector EoI submission by the community

– 2047
– 2046
– 2045
– 2044
– 2043
– 2042
– 2041
– 2040
– 2039
– 2038
– 2037
– 2036
– 2035
– 2034
– 2033
– 2032
– 2031
– 2030
– 2029
– 2028
– 2027
– 2026
– 2025FCC Feasibility Study Report

2047 –
2046 –
2045 –
2044 –
2043 –
2042 –
2041 –
2040 –
2039 –
2038 –
2037 –
2036 –
2035 –
2034 –
2033 –
2032 –
2031 –
2030 –
2029 –
2028 –
2027 –
2026 –
2025 – ☜

☜
☜
☜
☜

https://indico.bnl.gov/event/18372/contributions/75206/attachments/47011/79716/CERN-plans.pdf
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CEPC/SppC

20

CEPC Planning and Schedule

CEPC-SppC Proposals-J. Gao ICFA Seminar 2023, Nov. 30, 2023, DESY

15th FY 16th FY

TDR (2023), EDR(2027), start of construction (2027-8)

[J. Gao]

https://indico.desy.de/event/38293/contributions/152238/attachments/86988/116061/CEPC%20and%20SppC%20Proposal-V10-J.%20Gao_20231129080719.pdf


J. Gonski13 December 2023 46

Muon Collider (µC)
• Muons are point particles (all energy 

used in collision) and heavier than 
electrons (less synchrotron radiation, 
feasible in circular accelerator)  
‣ Can provide precision of lepton collider 

as well as energy reach (10 TeV)  
‣ But muons decay! (𝜏 = 2.2μs) → 

challenges of accelerating muons & 
high detector backgrounds  

• Estimated start of physics: 2045 
(technically limited schedule) 
‣ Needs demonstrator (Technical Design 

Report in 2030); TDR for final facility in 
2040 

• Cost: $12-18 B 
• Primary unknown: investment needed to 

address undemonstrated technologies 
(eg. muon source and ionization 
cooling)

[D. Stratakis]

Machine overview

5/03/20236

MW-scale proton 
driver

Muon 
production 
target

Capture 200 
MeV 
bunches 

Ionization 
cooling to 
reduce 6D 
emittance

Collider ring 
for counter 
propagating 
muons Acceleration 

to TeV scale 
energy

P5 Town Hall at SLAC

• Requires a 1-4 MW proton beam @ 5-20 GeV, compressed to 1-3 ns 
bunches at a 5-10 Hz frequency

μC Beam- 
Induced 
Background 

https://indico.slac.stanford.edu/event/7992/contributions/5873/attachments/2660/7641/P5_MuC_Talk_Accelerators_Final.pdf
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µ-C Scheduling & Timeline

5/03/2023 P5 Town Hall at SLAC

US Muon Collider timeline

23
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Future Accelerator Technology
➡Current collider technology is not sustainable for long-term   
• DOE General Accelerator Research & Development 

(GARD): supports new accelerator concepts & technologies 
‣ Plasma wakefield accelerators (eg. FACET-II, BELLA): ultra-

large gradients (1-100 GeV/m)  
- Recent performance of single-stage accelerators meeting collider 

goals (right) 
‣ High-field superconducting magnets (FCC requirement) 
‣ Superconducting radio frequency (SRF) 

S. Gessner

Energy.gov/science

General Accelerator Research and Development

Advanced accelerator concepts

Superconducting radiofrequency (SRF) 
accelerators

High-field magnets to enable future colliders

Targets

Niobium-Tin Quadrupole Magnet for HL-LHC
Developed by Fermilab, BNL, LBNL

LCLS-II SRF Cavity Processing
Photo credit: Fermilab

Laser-driven Plasma Wakefield Channel BELLA at LBNL
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Energy.gov/science

General Accelerator Research and Development

Advanced accelerator concepts

Superconducting radiofrequency (SRF) 
accelerators

High-field magnets to enable future colliders

Targets

Niobium-Tin Quadrupole Magnet for HL-LHC
Developed by Fermilab, BNL, LBNL

LCLS-II SRF Cavity Processing
Photo credit: Fermilab

Laser-driven Plasma Wakefield Channel BELLA at LBNL
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➡US-based accelerator R&D has exciting potential to 
enable smaller, cheaper, greener collider options 

Progress Since Last P5
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Excellent performance of single-stage accelerators

21

https://indico.slac.stanford.edu/event/7992/contributions/5872/attachments/2662/7648/AAC_to_P5_vFinal.pdf
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Plasma WakeField Accelerators (PWFA)

The Path to 10+ TeV

SRF or NCRF Linear Collider

Structure Wakefield Collider

Beam-Driven Plasma Collider

Laser-Driven Plasma Collider

!!-Plasma Collider

Wakefield Accelerators can be developed in parallel with the operation of Linear 
Collider Higgs Factories to provide a staged upgrade path to the energy frontier. 

2025 2030 2035 2040 2045 2050 2055 2060 2065 2070 2075

High-Power R&D, 
0.5 GeV Demo, 3 GeV Demo

Positron PWFA, Staging, 
Energy Recovery

Staging, Energy Recovery, 
kHz repetition, Positron LWFA

NLQED, FEL R&D, IP R&D

C
D
R

T
D
R

Demonstrator 
Facility with 
BDS System

Integrated Design Study, BDS 
Study, Demo facility StudyDesign Studies

250 GeV Higgs Factory 500+ GeV Upgrade

15 TeV Wakefield Collider
Operating 2060 and Onward

24

Progress Since Last P5

High-Gradient High-Efficiency Low-Emittance

Laser-Plasma Linear Collider
arXiv 2203.08366 

Goals

Excellent performance of single-stage accelerators

15

S. Gessner

https://indico.slac.stanford.edu/event/7992/contributions/5872/attachments/2662/7648/AAC_to_P5_vFinal.pdf
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LBNF/DUNE Project Schedule FY21-32

Energy.gov/science

LBNF/DUNE Project Schedule FY 2021-2032

Project CD-4 is defined as Near Detector CD-4 date (last Subproject to finish Early CD4 12/2031 (Dec 2034 late finish at 90% 
CL)  )
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Snowmass Energy Frontier Vision

What’s Next for the Energy Frontier?

3P5 Town Hall
The Energy Frontier 2021 Snowmass Report

Physics goals beyond HL-LHC:

1. Establish Yukawa couplings to light flavor ⟹ precision & lumi
2. Search for invisible/exotic decays and new Higgs ⟹ precision & lumi
3. Establish self-coupling ⟹ > 500 GeV e+e- operations

2211.11084

1. “Fast start for construction of an e+e- Higgs factory” 
2. “Significant R&D program for multi-TeV colliders”  
3. “Renewed interest and ambition to bring back energy-frontier 

collider physics to the US soil”

https://arxiv.org/abs/2211.11084
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HEP in Africa

K. Assamagan
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• Interleaved R&D, construction, and physics so there is no gap in data across global collider HEP 
• This is not a flat budget: leave flexibility for increased lobbying efforts & positive changes in 

funding expectations 
➡This principle holds for interleaving experiments across frontiers as well!
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