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Key performance indicators:  

1. Sustainable funding sources for supporting 
community tools and users on 2 year timescale 


2. New and existing partnerships & collaborations 
resulting in: research output; new projects on AI 
technology and research; technology transfer; 
and community growth (users, downloads, etc.)

Charge: Review the status of the AI/ML activities at the laboratory 
and of the recommendations made at past meetings: Formulate a 
strategy to respond to future AI/ML research calls, not necessarily just 
for AI/ML centers. 

Framing: AI research is advancing rapidly; one primary area of 
Fermilab strength is in intelligent sensing and real-time efficient AI 

Vision: Accelerate scientific discovery at unprecedented data scales 
while creating enabling technology for society 

Mission: Efficient, robust, autonomous ML codesign 
A. Catalyze inclusive, multidisciplinary Fast ML community around 

grand challenges and benchmark tasks

B. Leverage relevant Fermilab core capabilities and strengths to 

build tools to support the community


Strategy: 
A. Identify and grow appropriate sustainable funding streams to 

support community tools

B. Advance cutting-edge intelligent sensing, real-time AI research

C. Develop industry/academic partnerships to support the core 

mission 

Executive summary
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• Framing - AI in the world, at the DOE 
• Dual Visions & Fast ML 

• Fast ML Mission 


– 2 core elements of the strategy


• Strategy & Key Performance Indicators

Outline
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Charge – 

We ask the PAC to review the status of 

the AI/ML activities at the laboratory and 
of the recommendations made at past 

meetings: Formulate a strategy to 
respond to future AI/ML calls, not 
necessarily just for AI/ML centers.



AI in the world and at the DOE
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• AI is a big space: industry & academia


• The DOE AI strategy has gone through 
multiple evolutions


– Recent excitement on foundation models

– ChatGPT came out in late 2022


• The leadership class HPC facilities are a key 
resource (ORNL, ANL, LBNL) 


– most recently – some effort to nucleate around 
the Trillion Parameter Consortium (TPC)


• Where does HEP mission and Fermilab fit 
into this picture? 

report

https://www.anl.gov/sites/www/files/2023-06/AI4SESReport-2023-v6.pdf


• Framing - AI in the world, at the DOE 
• Dual Visions & Fast ML 

• Fast ML Mission 

• Strategy & Key Performance Indicators

Outline
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We have consistently focused on: 


AI for physics ⇔ physics for AI

Vision 
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● Develop AI capabilities to accelerate HEP science and contribute greater 
science + industry AI ecosystem 

● Build diverse, inclusive community; assemble multi-disciplinary 
collaborations around cross-cutting HEP AI challenges



We have consistently focused on: 


AI for physics ⇔ physics for AI

Vision 
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This space is massive – 


In 2023 PAC talk, we summarized all the 
exciting activities at Fermilab.  


It continues to be our goal to support all 
directions of AI research to advance HEP 
science, e.g. see recent FNAL AI Jamboree

https://iml-wg.github.io/HEPML-LivingRevie
https://indico.fnal.gov/event/57211/contributions/254804/attachments/162942/215476/FNAL_PAC_AI_2023_v2.pdf
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AI for physics ⇔ physics for AI

Vision
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This space is massive – 


In 2023 PAC talk, we summarized all the 
exciting activities at Fermilab.  


It continues to be our goal to support all 
directions of AI research to advance HEP 
science, e.g. see recent FNAL AI Jamboree

screenshot from last PAC AI talk

https://iml-wg.github.io/HEPML-LivingRevie
https://indico.fnal.gov/event/57211/contributions/254804/attachments/162942/215476/FNAL_PAC_AI_2023_v2.pdf


We have consistently focused on: 


AI for physics ⇔ physics for AI

Vision

What is our unique value proposition in the AI space as it pertains to the PAC charge?


Accelerate scientific discovery at unprecedented data scales 


This will be the focus of this talk.
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We have consistently focused on: 


AI for physics ⇔ physics for AI

Vision

What is our unique value proposition in the AI space as it pertains to the PAC charge?


Accelerate scientific discovery at unprecedented data scales 


This will be the focus of this talk.
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The strategy:

● is complementary to HPCs (e.g. edge vs cloud) 

● leverages unique HEP strengths in cutting-edge sensing technology

● cuts across many scientific domains and industry
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Fast ML for Science vision:  
Accelerate scientific discovery at unprecedented data scales 


Core ML Mission: Efficient, robust, autonomous ML codesign



• Framing - AI in the world, at the DOE 
• Dual Visions & Fast ML 

• Fast ML Mission  
• Strategy & Key Performance Indicators

Outline
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• Catalyze inclusive, multidisciplinary Fast ML community around grand challenges and 
benchmark tasks


• Leverage strength and scale of national laboratories to develop critical technologies  
that support the community

Mission: Efficient, robust, autonomous ML codesign
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Optimal, continuous readout for DUNE for neutrino physics, multi-messenger astronomy, and 
other rare measurements

Analyze all 40 MHz of LHC data for the full detector for new physics searches, Higgs 
measurements, and more

AI-assisted, real-time operation of the Fermilab accelerator complex

Grand challenges for HEP, examples
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https://science.osti.gov/hep/Community-Resources
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Grand challenges spark imaginations!
Benchmarks bring innovation
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Benefits to HEP: bring new resources to bear 
on HEP grand challenges (industry partnerships, 

computer science & engineering researchers) 

HEP-born technology brings transformative 
technology to new material research, fusion 
energy, neuroscience, or industry applications 

and so on…

Grand challenges spark imaginations!
Benchmarks bring innovation



• Weekly meetings 
• Annual workshop 

– 1st edition at FNAL, now on 5th edition in 2024 (bidding for venue now) 

– 1st ICCAD (computer aided design workshop) this year


• Projects supported from DOE and NSF coming from the community

– Example: NSF HDR A3D3 institute 

– DOE funding from HEP, ASCR, NP, SBIR


• will discuss in more detail later

– Includes strong local university connections: IIT, Northwestern, Purdue, UC, UIC, UIUC,...

– Includes international collaborators


• Connected to wider communities 
– MLCommons

– Microelectronics initiatives

– Industry collaborations and engagements

The Fast ML community
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https://fastmachinelearning.org



The Fast ML community
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Fast ML for Science, 4th ed. (screenshot)

Fast ML for Science @ ICCAD, 1st ed. (screenshot)

for offline 
reading only



• Catalyze inclusive, multidisciplinary Fast ML community around grand challenges and 
benchmark tasks


• Leverage strength and scale of national laboratories to develop critical technologies  
that support the community

Mission: objectives
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Efficient, robust, autonomous ML codesign
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Core Fermilab AI capability, strong synergy with 
microelectronics initiative

Synergies with different AI research 
areas across Fermilab, focus area for 
growth



Efficient, robust, autonomous ML codesign
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Efficient {algorithms, tools, hardware, workflows, collaborations} for ML codesign 




Efficient, robust, autonomous ML codesign
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Efficient {algorithms, tools, hardware, workflows, collaborations} for ML codesign 

General techniques: sparsity, quantization  
Physics informed techniques: distillation, 
inductive bias

with AMD research, 

20k downloads last month! 

recent ICCAD workshop

AI Engine research collaboration with 
AMD Architecture group

for offline 
reading only



Efficient, robust, autonomous ML codesign
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Efficient {algorithms, tools, hardware, workflows, collaborations} for ML codesign 

General techniques: sparsity, quantization  
Physics informed techniques: distillation, 
inductive bias

with AMD research, 

20k downloads last month! 

recent ICCAD workshop

AI Engine research collaboration with 
AMD Architecture groupKey elements of community for science:


 

Open-source, not vendor-locked, 


community-supported,

user-driven,


accessible and usable


for offline 
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Efficient, robust, autonomous ML codesign
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Efficient {algorithms, tools, hardware, workflows, collaborations} for ML codesign 

for offline 
reading only

MLG-23-001, first CMS ML Group paper!

• To alleviate future HEP computing will be bottlenecks - enable more powerful algorithms on optimal hardware


• Coprocessors (GPUs, FPGAs, ASICs, …) naturally accelerate ML workloads by orders of magnitude  

• Leverage industry hardware and tools - provide coprocessors as-a-service 
• SONIC: Services for Optimized Network Inference on Coprocessors

Another example: system codesign for heterogeneous grid computing to accelerate ML workflows

Jindariani, Ngadiuba, Pedro, Tran, Comput Softw Big Sci (2019) 3:13

Kljinsma, Pedro, Tran, Mach. Learn.: Sci. Technol. 2 (2021) 035005 

Kljinsma, Pedro, Tran, IEEE/ACM H2RC 2020

Wang,Yang,Flechas,Hawks,Holzman,Knoepfel,Pedro,Tran, arXiv:2009.04509 

Cai,Herner,Yang,Wang,Flechas,Holzman,Pedro,Tran, arXiv:2301.04633

https://cds.cern.ch/record/2872973/files/MLG-23-001-pas.pdf
https://link.springer.com/article/10.1007/s41781-019-0027-2
https://iopscience.iop.org/article/10.1088/2632-2153/abec21
https://ieeexplore.ieee.org/document/9307091
https://arxiv.org/abs/2009.04509
https://arxiv.org/abs/2301.04633


Anomaly detection algorithm 
running online test bench on 

CMS Run 3 data!  

Bit level fault sensitivity analysis 

Efficient, robust, autonomous ML codesign
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Example images of simulated 
galaxy morphologies with 

different levels of telescope noise.
High noise Low noise

Linac unsupervised fault clustering

for offline 
reading only



Impact: recent examples
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Leverage core capabilities to deploy ML at scale - algorithms 
+ facilities, tools, software, multidisciplinary teams

e.g. large scale user facilities & advanced instrumentation; advanced 
computer science, visualization, & data; microelectronics



• First ever L1 trigger anomaly detection algorithm 
deployed for LHC CMS Run 3

– Growth from community benchmarks and collaborations 

built from community efforts, investment in hls4ml 
(FastML, AMD, Siemens)


• CMS MLG-23-001 demonstration of accelerated 
ML workflows with SONIC; working with NVidia, 
Graphcore, computing operations experts


• First edge AI deployed in Fermilab accelerator 
complex; working with Intel/NU 

Impact: recent examples

24

Leverage core capabilities to deploy ML at scale - algorithms 
+ facilities, tools, software, multidisciplinary teams

e.g. large scale user facilities & advanced instrumentation; advanced 
computer science, visualization, & data; microelectronics

Rameika, HEPAP Aug23

https://cds.cern.ch/record/2876546

https://science.osti.gov/-/media/hep/hepap/pdf/202308/HEPAP-RAR_Gina_Rameika_-HEPAP_202308.pdf


Impact: recent examples
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Leverage core capabilities to deploy ML at scale - algorithms 
+ facilities, tools, software, multidisciplinary teams

e.g. large scale user facilities & advanced instrumentation; advanced 
computer science, visualization, & data; microelectronics

arXiv: 2312.00128

120 kfps throughput, 17.6 μs latency

Enabling new capabilities for fusion experiments! 

for offline 
reading only

https://arxiv.org/abs/2312.00128


• Framing - AI in the world, at the DOE 
• Dual Missions & Fast ML 

• Fast ML Vision  
• Strategy & Key Performance Indicators

Outline
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Fast ML ecosystem

27

Fast ML for Science:  
autonomous discovery at unprecedented data scales 

Efficient, robust, autonomous ML system codesign 

Efficient ML 
hardware codesign


[hls4ml]

Robust ML 

(anomaly detection, domain 

adaptation, uncertainty 
quantification,..)

Adaptive 

learning
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Scientific and industrial edge applications

HEP, NP, BES, FES, QIS, MMA, Neuro, …


internet-of-things, industry 4.0, autonomous vehicles
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Fast ML for Science:  
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Fast ML 
Community 

strength

Complementary 
Fermilab AI research 

focus areas

Fast ML ecosystem
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Support from DOE and community focused around research topics

- DOE HEP (Lab and University awards), ASCR, NP 

- Additional sources: JTFI (UChicago/ANL), DPI (UIllinois system), LDRD

- NSF include HDR institute (A3D3)


Strategic directions for support: 
A. Identify and develop sustainable funding streams to support broadening community tools 

and techniques

B.Advance cutting-edge intelligent sensing, real-time AI research and hardware codesign

C.Develop strategic industry/academic partnerships to support the core mission

Project support and funding strategy

29



Strategic growth

30

Fast ML for Science:  
autonomous discovery at unprecedented data scales

Efficient ML 
codesign Robust ML Adaptive 

learning

Strategic direction (A)

Strategic direction (B,C)



Strategic growth
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Fast ML for Science:  
autonomous discovery at unprecedented data scales

Efficient ML 
codesign Robust ML Adaptive 

learning

Strategic direction (A)

Strategic direction (B,C)

Grand challenges in HEP: 
• Optimal, continuous readout for DUNE 

for neutrino physics, multi-messenger 
astronomy, and other rare measurements


• Analyze all 40 MHz of LHC data for the 
full detector for new physics searches, 
Higgs measurements, and more


• AI-assisted, real-time operation of the 
Fermilab accelerator complex


And more in HEP and beyond! 

https://science.osti.gov/hep/Community-Resources


Key performance indicators:  

1. Sustainable funding sources for supporting 
community tools and users on 2 year timescale 


2. New and existing partnerships & collaborations 
resulting in: research output; new projects on AI 
technology and research; technology transfer; 
and community growth (users, downloads, etc.)

Charge: Review the status of the AI/ML activities at the laboratory 
and of the recommendations made at past meetings: Formulate a 
strategy to respond to future AI/ML research calls, not necessarily just 
for AI/ML centers. 

Framing: AI research is advancing rapidly; one primary area of 
Fermilab strength is in intelligent sensing and real-time efficient AI 

Vision: Accelerate scientific discovery at unprecedented data scales 
while creating enabling technology for society 

Mission: Efficient, robust, autonomous ML codesign 
A. Catalyze inclusive, multidisciplinary Fast ML community around 

grand challenges and benchmark tasks

B. Leverage relevant Fermilab core capabilities and strengths to 

build tools to support the community


Strategy: 
A. Identify and grow appropriate sustainable funding streams to 

support community tools

B. Advance cutting-edge intelligent sensing, real-time AI research

C. Develop industry/academic partnerships to support the core 

mission 

Executive summary
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Additional material



33

Benchmarks bring innovation,
Grand challenges spark imaginations!
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Benchmarks bring innovation,
Grand challenges spark imaginations!

Particle accelerator controls


Talk by J. Mitrevski

https://indico.cern.ch/event/1283970/contributions/5550643/attachments/2721973/4729145/READS%20FastML%20v3.pdf
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Supernova detection and multi-messenger astronomy


Talk by M. Kahn

Benchmarks bring innovation,
Grand challenges spark imaginations!

https://indico.cern.ch/event/1283970/contributions/5550644/attachments/2722081/4729360/Fast_ML_DUNE%20SN_Pointing_Final.pdf
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Full 40 MHz readout with smart pixel detectors


Talk by G. Di Guglielmo

Benchmarks bring innovation,
Grand challenges spark imaginations!

https://fastmachinelearning.org/iccad2023/program.html
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New materials for quantum and energy


Talk by J. Agar

Benchmarks bring innovation,
Grand challenges spark imaginations!

https://indico.cern.ch/event/1283970/contributions/5550641/attachments/2721072/4727363/Agar_FastML_talk.pdf


38

Qubit readout and control


Talk by J. Campos

QICK

Benchmarks bring innovation,
Grand challenges spark imaginations!

https://indico.cern.ch/event/1283970/contributions/5554333/attachments/2722515/4730432/FastML.pdf
https://github.com/openquantumhardware/qick
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Magnetohydrodynamics Instabilities


Talk by R. Forelli

Benchmarks bring innovation,
Grand challenges spark imaginations!

https://docs.google.com/presentation/d/1NDXGV6ad_56qHEJC9EhplQHxFLFZ5msULCrftVAky2Y/edit#slide=id.g260e18753a1_0_183
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Magnetohydrodynamics Instabilities


Talk by R. Forelli

Benchmarks bring innovation,
Grand challenges spark imaginations!
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Real-time seizure detection


Talk by W. Lemaire

Benchmarks bring innovation,
Grand challenges spark imaginations!

https://indico.cern.ch/event/1156222/contributions/5062818/attachments/2521234/4335217/FastML2022.pdf

