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1. Production group organization  

(Production wiki pages) 
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▪ The production group manages production requests from the physics groups 

▪ Best practices (based on the experience from past campaigns) are outlined, to use DUNE resources 

effectively,  and obtain results in a timely matter

▪ Policies are available in  docdb 29278. In particular the production request procedure is defined  

▪ A set of policies has been

developed to optimize the

group working processes

and to achieve results

efficiently

docdb 29278

https://wiki.dunescience.org/wiki/Production_and_Processing
https://docs.dunescience.org/cgi-bin/sso/ShowDocument?docid=29278


Informations to be provided in the production request

Global organization, to optimize usage of DUNE computing resources  

Technical aspects
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https://wiki.dunescience.org/wiki/Production_and_Processing#Production_requests


▪ Once a request is received, an entry is created in the wiki

▪ A production shifter is appointed

https://wiki.dunescience.org/wiki/Production
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Once a production campaign is finished:

▪ A dedicated production report summarizing resources usage (CPU and 

storage) and reporting issues (if any) is prepared and made available in 

docdb

▪ Output datasets are created  

Example for FD1-HD FD2-VD production

https://wiki.dunescience.org/wiki/Production_and_Processing#Production_reports
https://wiki.dunescience.org/wiki/Production#FD2-VD:_December_2021_and_July_2022_Productions_:_.5B1.5D
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▪ Official output datasets for all campaigns are created  and advertised in a dedicated wiki page

▪ A document regarding the creation of official datasets can be found in docdb 29787

https://wiki.dunescience.org/wiki/Inventory
https://docs.dunescience.org/cgi-bin/private/ShowDocument?docid=29787


2. Production campaigns in 2023     (wiki pages) 
▪ FD1-HD FD2-VD production report

step 1: up to hit reconstruction

6 neutrino samples for FD1-HD, (3 FHC, 3 RHC), 2M events/sample

6 neutrino samples for FD2-VD, (3 FHC, 3 RHC), 2M events/sample

24 M events, output size ~350 TB, total CPU: 2.2 Mh

▪ FD1-HD (High energy) production report

step 1: up to hit reconstruction

15 M events, output size ~150 TB, campaign run at NERSC, total CPU: 10879 NERSC core hours

▪ ProtoDUNE-SP cosmics reconstruction production report

450K events, output size ~40 TB, total CPU: 91Kh

▪ Coldbox CRP3 raw data reconstruction production report

continuation of the campaign started in 2022

2023: ~200k events, output size < 10 TB, CPU ~400 CPU h
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Production group worked in collaboration with data management group

https://wiki.dunescience.org/wiki/Production_and_Processing
https://docs.dunescience.org/cgi-bin/sso/ShowDocument?docid=29197
https://docs.dunescience.org/cgi-bin/sso/ShowDocument?docid=29815
https://docs.dunescience.org/cgi-bin/sso/ShowDocument?docid=29817
https://docs.dunescience.org/cgi-bin/sso/ShowDocument?docid=29598


BR (2.56%)

Total CPU for production jobs in 2023:  11 kHS23-year
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3. Plans for 2024

Active campaigns:

▪ FD1-HD FD2-VD  step 2 full reconstruction: validation sample in preparation

▪ SP 2GeV MC: validation sample prepared

Production requests, resources footprint and shifter notes are avaibale in the wiki

What’s next (not a complete list):

▪ protoDUNE-VD MC 

▪ FD LE MC production

▪ FD1-HD (High energy) step 2 full reconstruction, ….

▪ protoDUNE keeup processing

➢ Continue the integration of ND workflow  

campaigns for which a preliminary 
discussion with physics groups started

production group will ask to this 
committee  how to 
prioritize/coordinate requests
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https://wiki.dunescience.org/wiki/Production_and_Processing

