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Why superconducting qubits?
Superconducting Quantum Computer Quantum sensor

Low noise environment Low dark count

Superconducting qubit is a wonderful playground for HEP

Large electric coupling 
     atomO(106) ×

 Fast drive & long coherence 
    O(10) ns &  >   T1 O(100) μs

non-demolition readout

High sensitivity to 
 weak EM field 

Fast measurement  
& complex operation

Low stat. uncertainty

Designable circuit Circuit for physics
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Superconducting Qubits
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図 9.6: LC共振器とトランズモンの結合系

というHamiltonianを得る。ここで量子ビットの周波数は h̄ωq =
√
8ECEJ−ECであり、非調和性を表すαq = −EC/h̄を導入した。典型的なパラメータとしては、ωq ≃ 10 GHz、

EJ/EC ≥ 50、αq ∼ −200 MHzほどである。
一見すると JosephsonエネルギーEJ が電荷エネルギーEC よりも大きいという仮定は、Josephson接合が非線形インダクタとして働くということから非線形性が大きいこと

を意味するようにも思えるが、実は θの係数にもEJ/ECの因子があるように、非線形性が小さくなることを意味することが分かる。これはnCの真空ゆらぎ δnC = (EJ/8EC)
1/4

を考えるとより直観的になる。EJ/EC が小さいときには δnC は小さく、Cooper対が 0

個から 1個になるか 1個から 2個になるかでCooper対間の相互作用による遷移エネル
ギーの違いが出る、すなわち非線形性がある。しかしEJ/EC ≫ 1のときには δnCが非常に大きい。すなわちもはやこの領域での固有状態は数状態ではうまく書けないものに
なるのだが、あえてCooper対の個数でいうならば 1個増えようがそこからさらにもう
1個増えようが、数状態の分布が少しシフトするだけで遷移エネルギーにおける違いが
ほとんどないような状況になる、すなわち非線形性が小さくなるのである。今回考えた
ような超伝導回路で大きなEJ/EC を持つものをトランズモン（transmon）と呼ぶ。逆
に EJ/EC が小さくなると非線形性が大きくなるが、こういった超伝導回路を Cooper

pair boxと呼ぶ。

9.2.3 共振器とトランズモンの結合
最後に、超伝導量子ビットと共振器が図のようにキャパシタを介して接続されている

ような回路を考えよう。電圧、キャパシタの電荷、磁束その他のパラメータは図中に示
してあるのでそちらを参照してほしい。結合キャパシタ（coupling capacitor）Ccの扱いが肝だが、キャパシタンスがCq、Crに比べ小さいとし、超伝導量子ビット、共振器、結合キャパシタのエネルギーを足し上げたものとして Hamiltonianを求めてみること
にする。結合キャパシタにかかる電圧は Vc = Vr − Vq = Qr/Cr −Qq/Cqであり、これ
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FIG. 3. Dispersive coupling between a transmon and a superconducting resonator. (a) Lumped-element representation of a
Josephson junction and a sketch of its structure, which consists of two layers of aluminium (gray) that are separated by an aluminium
oxide tunnel barrier (white). (b) A SEM image of a bridge-free junction. Image credit: Kyle Serniak (Yale University). (c) Lumped-
element representation of a LC circuit capacitively coupled to a single-junction transmon and the associated the potential of each mode
and the dressing of the energy levels due to the dispersive interaction. (d),(e) Two examples of physical realizations of a transmon
device dispersively coupled to a superconducting cavity in either the planar (d) or 3D configuration (e).

provides the drive and measurement tones to the system.
Here, ain(t) and aout(t) represent, respectively, the incom-
ing and outgoing field of the transmission line where it
interacts with our circuit. The fields at different times are
not related, such that

[
aout(t), a†

out(t′)
]

=
[
ain(t), a†

in(t
′)
]

=
δ(t − t′). This implies ain and aout have dimension t−1/2.

A detailed balance of the field results in the following
input-output relation:

aout = ain + √
κca, (8)

where κc is defined as the frequency-independent cou-
pling rate at which the oscillator exchanges energy with
the transmission line, and can be experimentally character-
ized for each setup. Here, we choose the sign convention
following the approach in Ref. [48]. With the incoming
and outgoing fields taken into account, we arrive at the
following differential equation for a(t) in the Heisenberg
picture:

∂ta = − i
! [a, H] − κ

2
a − √

κcain. (9)

This expression is called the quantum Langevin equation
[49]. It includes two new terms: the first one corresponds
to a damping of the field at rate κ/2, with κ = κc + κi,
where κi is the coupling rate between the system and the
uncontrolled environment usually called the internal loss
rate; the second term,

√
κcain, referred to as “drive” or

“pump,” is vital for a to obey the same usual commuta-
tion relation

[
a, a†] = 1 at all times despite the damping

term. As an alternative to the quantum Langevin equation,
the Lindblad master equation can also be used to describe
such dissipative systems [49,50]. However, the quantum

Langevin equation is more suited to describe the traveling
fields that we consider here.

While ain is necessary in order for us to control the state
of the resonator, it also introduces undesired fluctuations
in its field. To mitigate this, we typically operate in the
“stiff-pump” regime, where κc is negligible compared to
the frequency of the resonators, but the expectation value
of

√
κcain can be large compared to κc. This way, we have

ain = āin + a0
in, where a0

in represents the negligible fluctua-
tions of the field and āin its average value. In the stiff-pump
approximation, a drive is modeled with the Hamiltonian

Hd

! = ϵ(t)a† + ϵ(t)∗a, (10)

with ϵ(t) = √
κcāin.

B. Josephson junction
Superconducting resonators alone do not provide a use-

ful medium for encoding quantum information. This is
because the energy levels of a resonator are separated by
an equal spacing of !ω, forbidding us from addressing the
transitions individually. Thus, we must introduce a nonlin-
ear element in order to achieve universal quantum control
of the circuit.

In cQED, the most ubiquitous source of nonlinearity
is a Josephson junction (JJ), favored for its simplicity
and nondissipative nature. This element is made of two
superconducting electrodes separated by an insulating tun-
nel barrier, represented in Fig. 3(a). In practice, JJs are
typically fabricated by overlapping two layers of supercon-
ducting films with an oxide barrier in between. The area of
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図 9.6: LC共振器とトランズモンの結合系
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Activities: Qubit Fabrication

OISTEPFL
Decent performance!

T1 ∼ 10 μs
Te

2 ∼ 3 μs



今あるプロジェクトたち

3

超伝導量子コンピューター用新規量子デバイス開発  
IBM sponsored research (IBM-SR)
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The starting point of our circuit design is the previous work [29] in a tunable coupling qubit (TCQ) 

shown in Fig. 2. It connects two transmons in series where the upper and lower nodes are shunted by a 

capacitor CI. The dipoles of the transmons can add in parallel or in antiparallel (quadrupole), and these 

modes in terms of symmetry are mixed with the ratio tuned by CI. (Fig. 3a)  

 

 

 

 

 

 

 

 

The advantages of this multimode circuit design are as follows. 

(i) The always-on ZZ couplings between transmons are suppressed in one of the mode at the level of 

exchange, as demonstrated in Ref. [30]. 

(ii) Another source of anharmonicity is introduced from the energy splitting between the two internal 

modes (Fig. 3a), and thus improves otherwise small anharmonicity in the conventional transmons. 

(iii) The charge dispersion is improved for both modes compared to the conventional transmon as 

shown in Fig. 3b. For example, the typical IBM devices with EJ/EC ~ 30 are found to have less 

charge dispersion by an order of magnitude. 

Although the first two points (i) and (ii) are already highly beneficial, the last point (iii) plays a key 

role in multilevel computation such as qutrits. To understand this improved immunity to charge noise in 

the TCQ, we first emphasize that the dispersion in the energy levels arises from instanton tunneling 

through the cosine potential. In the |0ۧ-|1ۧ subspace, the ground state |0ۧ is more deeply bounded than 

the |1ۧ state, and therefore the |1ۧ-state tunnelling dominates. By contrast, the eigenstates of the TCQ are 

Fig. 2 Circuit model of the TCQ [29]. 

Fig. 3 (a) Eigenenergies of the TCQ Hamiltonian as a function of EI/EC for EJ = 50EC. Solid lines 
are from numerical diagonalization and dashed lines are from the coupled anharmonic oscillator 
model. (b) Charge dispersion as a function of the ratio EJ/EC for EI = ʷEC (solid lines) and EI = 0 
(dashed lines, transmon limit) [29]. 

量子ビットを使ったダークマター探索 
with 東大諸井研, 東大低温センター, U. Hamburg

高Q共振器を使った高周波重力波探索  
with Fermi lab/SQMS/KEK
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FIG. 1. Contours of constant p⇤ ⌘ pge(⌧) on mX vs. ✏

plane (10�1, 10�3, 10�5, and 10�7, from the top). Param-
eters of C = 0.5 pF, d = 100 µm, Q = 106,  = 1 and
⇢DM = 0.45 GeV/cm3 are assumed. The gray-shaded region
is excluded by the cosmological and astrophysical constraints
[38] (dark gray) and the existing hidden-photon search exper-
iments [6–31] (light gray) based on the summary in Ref. [47].
The blue shaded regions indicate the sensitivity with the 1-
year scan over the frequency range for nq = 1 (dark blue)
and 100 (light blue) (more details in the main text) assum-
ing the thermal noise of T = 1 mK. The dashed lines show
the sensitivity with T = 30 mK with the top (bottom) line
corresponding to nq = 1 (100) respectively.

by comparing Nsig and Nbkg. Here, we apply a simple
form of Nsig/

p
Nbkg as the proxy to the significance in

the unit of Gaussian-equivalent standard deviation. The
following criterion is used for the DM detection in the
study:

Nsig > max(3, 5
p

Nbkg), (30)

which requires either 5� where there is substantial
amount of backgrounds, or minimum 3 signal events in a
highly background-free regime.

The qubit frequency scan is considered in the range
of 1  f  10 GHz, corresponding to the DM mass of
4 � 40 µeV. The step width is �! = !/Q. Taking
Q = 106, the number of the scan points is ⇠ 2 ⇥ 106,
and the measurement time for each scan point is taken
to be ⇠ 14 sec which is chosen so as the total time for the
scan fits within one year. The readout time (O(100 ns))
and the interval between the readout (10 µs, based on
Ref [10]) is neglected in the evaluation as they are short
enough compared with the coherence time ⌧ .

Fig. 1 shows the projected sensitivity of our proposed
experiment. The contours of constant p⇤ on mX vs. ✏
plane is also overlaid. The gray-shaded region is ex-
cluded by cosmological and astrophysical constraints [38]
(dark gray) and the existing hidden-photon search exper-
iments in this frequency range [6–31] (light gray). The
upper dark blue (lower light blue) shaded regions indi-
cate the regions fulfilling the discovery criteria defined

in Eq. (30) with nq = 1 (100) assuming T = 1 mK.
The dashed lines show the sensitivity with T = 30 mK
with the top and bottom line corresponding to nq = 1
and 100, respectively. Notice that the discovery reach
is insensitive to the value of Q in this evaluation ignor-
ing the measurement time or interval, since p⇤ / Q

2

while Ntry / Q
�2. The unexplored frequencies in the

1� 10 GHz range can be fully covered by the mass scan
with one year of the measurement time. The sensitivity
of the hidden photon DM search of our proposal is com-
parable to or better than those of other proposals with
condensed-matter excitations (e.g., electric excitations
[48–52], phonon [53, 54], magnon [55], and condensed-
matter axion [56–58]).

Conclusions and discussion: In this letter, we have pro-
posed a new detection scheme for the hidden photon
DM using transmon qubits. Due to the small kinetic
mixing with the ordinary EM photon, an e↵ective ac
electric field is induced that coherently drives a trans-
mon qubit from the ground state toward the first-excited
state when it is resonant. We have calculated the rate of
such excitation (see Eq. (25)), and evaluated the hidden
DM search sensitivity assuming the thermal excitation
(1 � 30 mK) as the sole source of background. Using
a standard SQUID-based transmon, the sensitivity can
reach ✏ ⇠ 10�12

� 10�14 with a ⇠ 14 sec of measurement
for a single frequency, and with a one year to complete
the scan over the 4� 40 µeV (1� 10 GHz) range.
There are a few considerations left for the future stud-

ies that can further boost the sensitivity. (1) Qubit
design optimization maximizing the electric dipole mo-
ment, where more aggressive transmon parameters and
complex circuit design can be sought. (2) Coherent
multi-qubit excitation, in an analogy to Dicke’s super-
radiance [59, 60], can be also explored. While dismissed
in this letter, the interference e↵ect can in principle yield
/ n

2
q enhancement as opposed to / nq in the excita-

tion rate, which is particularly relevant when nq becomes
larger. (3) The packaging e↵ect can be further investi-
gated. So far, we focus on a relatively simple setup: a
cylinder-shaped cavity with the o↵-resonant frequency of
the hidden photon. More detailed understanding on the
dependencies of  may allow the use of a high-Q cavity
package resonating to both the DM and the qubits.
The search scheme can be also directly benefited from

the exponential advancement of the large-scale NISQ
computers led by, e.g., IBM [61] or Google [62]. Since
the requirements and the experimental setup are almost
identical, the improved qubit multiplicity and coherence
in the NISQ machines will scale the typical sensitivity of
this experiment as well. Technically, it might be even
possible to perform the experiment with the existing
NISQ machines in a parasitic manner by using their idle
or calibration time during the operation.
Finally, we point out that the physics cases of the

search can be widely extended beyond the hidden photon
DM, such as the axion DM or other non-DM transient
energy density such as dark radiation.

Figure 2: Niobium spherical cavities (fixed coupling)

by the diameter of the coupling tube and by the distance
between the two spherical cells. A central elliptical cell,
which can easily be streched and squeezed, was found to
provide a tuning range of several kHz (4–20 kHz in the fi-
nal design). A prototype with the central elliptical cell was
built and is now being tested (Fig. 3). A second tunable
cavity (two spherical cells and the central cell) will be built
by the middle of 2004.

Figure 3: Niobium spherical cavities (variable coupling)

The system was also mechanically characterized, and the
mechanical resonant modes in the frequency range of inter-
est were identified. In particular the quadrupolar mode of
the sphere was found to be at 4 kHz, in good agreement
with finite elements calculations.
The detection electronics was designed. Its main task is

to provide the rejection of the symmetric mode component
at the detection frequency. A rejection better than 150 dB
was obtained in the final system.
Starting from the results obtained in the last six years,

we are now planning to design and set up an experi-
ment for the detection of gravitational waves in the 4–10
kHz frequency range (MAGO, Microwave Apparatus for
Gravitational waves Observation). Our main task is the de-
sign and construction of the refrigerator and of the cryo-
stat (including the suspension system), which houses the
coupled cavities. The refrigerator must provide the cryo-
genic power needed to keep the superconductiong cavities
at T ∼ 1.8K (approx. 10Watts) without introducing an ex-
cess noise from the external environment. A design based
on the use of subcooled superfluid helium is being invesi-
gated. The expected time-scale is four years (2004–2007).
In the following a detailed description of the various is-

sues aforementioned will be given. Expected system sensi-
tivity will also be discussed.

PHYSICS MOTIVATION
The spectrum of gravitational waves of cosmic origin

targeted by currently operating or planned detectors spans
roughly from 10−4 to 104 Hz.
The f ≤ 10−1 Hz region of the gravitational wave (GW)

spectrum, including galactic binaries [11], (super)massive
black hole (BH) binary inspirals and mergers [12], compact
object inspirals and captures by massive BHs [13], will be
thoroughly explored by LISA [14], which might be hope-
fully flown by year 2015. Ground based interferometers
and acoustic detectors (bars and spheres) will likewise co–
operate in exploring the f ≥ 101 Hz region of the spec-
trum, including compact binary inspirals and mergers [15],
supernovae and newborn black-hole ringings [16], fast-
spinning non-axisymmetric neutron stars [17], and stochas-
tic GW background [18].
The whole spectral range from 10−4 − 104 Hz, how-

ever, is far from being covered with uniform sensitivity, as
seen e.g. from Fig. 4, where the fiducial sensitivity curves
of LISA and LIGO–II are shown side by side. Plans are
being made for small–scale LISA–like space experiments
(e.g., DECIGO, [19]) aimed at covering the frequency gap
10−1 − 101 Hz between LISA and terrestrial detectors.

Figure 4: LISA–LIGO comparison

Several cryogenic/ultracryogenic acoustic (bar) detec-
tors are also operational, including ALLEGRO [20], AU-
RIGA [21], EXPLORER [22], NAUTILUS [23], and
NIOBE [24]. They are tuned at∼ 103 Hz, with bandwidths
of a few tens of Hz, and minimal noise power spectral den-
sities (PSD) of the order of 10−21 Hz−1/2.
Intrinsic factors exist which limit the performance of

both interferometers (IFOs) and acoustic detectors in the
upper frequency decade (f >∼ 103 Hz) of the spectrum.
The high frequency performance of laser interferometers

is limited by the ∝ f2 raise of the laser shot-noise floor.
While it is possible to operate IFOs in a resonant (dual)
light-recycled mode, for narrow-band increased-sensitivity
operation the pitch frequency should be kept below the sus-
pension violin-modes [25], typically clustering near and
above ∼ 5 · 102 Hz.
Increasing the resonant frequency of acoustic detectors

(bars, spheres and TIGAs), on the other hand, requires de-
creasing their mass M . The high frequency performance

2

circulator e�ciency. We show that due to tunneling of
quasiparticles between di↵erent pairs of superconducting
islands the Josephson-ring circulator in Ref. [19] has four
accessible charge-parity sectors. Given the same working
conditions and parameters, these sectors circulate sig-
nals with di↵erent e�ciencies. Stochastic jumps among
the sectors caused by quasiparticle tunneling events then
may result in unstable operation of the circulator de-
vice. To mitigate these fluctuations, we propose to em-
ploy quasiparticle-trapping techniques [24, 25, 30–33] to
suppress quasiparticle population.

The structure of this paper is as follows. In Sec. II
we present the circuit design of the passive on-chip su-
perconducting circulator along with the SLH formalism
to numerically calculate the scattering matrix elements.
Then in Sec. III we derive the scattering matrix elements
exploiting the adiabatic elimination technique and deter-
mine the conditions for optimal circulation, followed by
numerical optimization in Sec. IV. Section V analyzes
quasiparticle tunneling in the circulator system. The pa-
per is concluded in Sec. VII. Appendixes provide detailed
calculations and additional information for the results in
the main text.

II. CIRCUIT DESIGN AND SLH FORMALISM
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FIG. 1. (a) Schematic circuit design of the passive on-chip
superconducting circulator proposed in Ref. [19]. The de-
vice comprises three superconducting islands which are rep-
resented by the numbers of Cooper pairs n̂j and the super-
conducting phases �̂j (j = 1, 2, 3) on each island. They are
connected by three Josephson junctions with Josephson ener-
gies EJj and junction capacitances CJj . Each island is biased
by an external voltage Vxj via a gate capacitance Cxj and cou-
pled capacitively to a waveguide via a coupling capacitance
Ccj . The whole circulator loop is threaded by a central ex-
ternal flux �x as well. (b) First four excited-state energies !k

(k = 1, 2, 3, 4) of the circulator ring versus the reduced exter-
nal flux �x for a symmetric circuit (i.e., EJj = EJ , CJj = CJ ,
Cxj = Cx, and Ccj = Cc). The eigenenergies are computed

by numerically solving the eigensystem of Ĥring given in Eq.
(4) with EC⌃/EJ = 0.35 and nxj = 1/3.

In this section we present the circuit design of the ring
circulator, its working principle, the SLH formalism to
compute the scattering matrix, and the notations used

throughout the paper. Many details of these can be found
in Ref. [19]. The circulator circuit, depicted in Fig. 1a,
is a superconducting ring segmented into three super-
conducting islands by three Josephson junctions each of
which is described by a Josephson energy EJj and a junc-
tion capacitance CJj (j = 1, 2, 3). The three islands are

represented by the superconducting phases �̂j and their
conjugate charges n̂j ; they are biased by external volt-
ages Vxj with gate capacitances Cxj and coupled to three
external waveguides by coupling capacitances Ccj . The
circulator ring is threaded by an external flux �x. Input
fields bin,j propagate along the waveguides, interact with
the ring, and scatter into output fields bout,j .
To begin, we consider the case of a symmetric

Josephson-junction ring, that is, EJj = EJ and CJj =
CJ , and further assume that Cxj = Cx and Ccj = Cc. We
consider asymmetries later. As derived in Appendix A,
the circulator ring Hamiltonian is

Ĥring =
(2e)2

2
(n̂� nx)C�1(n̂� nx)

�EJ

3X

j=1

cos(�̂j � �̂j+1 � 1
3�x), (1)

where n̂ = {n̂1, n̂2, n̂3}, nx = {nx1 , nx2 , nx3} with nxj =
CxjVxj/(2e) the (dimensionless) charge bias on the is-
land j, �x = 2⇡�x/�0 is the reduced flux bias which
has been shared equally by the three Josephson junc-
tions with �0 = h/(2e) the superconducting quantum
flux, and C is the capacitance matrix. To account for the
fact that the total number of Cooper pairs on the ring is
conserved, we define new coordinates

n̂
0
1 = n̂1, n̂

0
2 = �n̂2, n̂

0
3 = n̂1 + n̂2 + n̂3 = n0, (2)

�̂
0
1 = �̂1 � �̂3, �̂

0
2 = �̂3 � �̂2, �̂

0
3 = �̂3, (3)

where n0 is the conserved total charge number, which is
controlled by the external biases [20]. In the new coordi-
nates, the Hamiltonian Ĥring is

Ĥring = EC⌃

�
(n̂0

1 � 1
2 (n0 + nx1 � nx3))

2

+(n̂0
2 +

1
2 (n0 + nx2 � nx3))

2 � n̂
0
1n̂

0
2

�

�EJ

�
cos(�̂0

1 � 1
3�x) + cos(�̂0

2 � 1
3�x)

+ cos(�̂0
1 + �̂

0
2 +

1
3�x)

�
, (4)

where EC⌃ = (2e)2/C⌃ is the charging energy with
C⌃ = 3CJ + Cx + Cc.
In terms of the ring eigenbasis {|ki ; k = 0, 1, 2, . . . },

we have

Ĥring =
X

k>0

!k |ki hk| , (5)

where !k is the eigenenergy1 associated with the excited
state |ki (k > 0), and we have subtracted the ground

1
In this paper, we set ~ = 1.
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is surely Hawking radiation. It is revealed that entanglement entropy is characterized by squeezing parameters 
related to Hawking temperatures, which depend on the velocity of the soliton.

�������
�����Ǥ� The black hole laser originally requires the superluminal dispersion with a positive curvature in the 
dispersion curve of the  system12–14. Here we use a model in which a black hole laser is feasible even in subluminal 
dispersion with well-designed dispersion  curves17. To create the dispersion relation required for black hole lasers 
in subluminal dispersion, we employ dispersive engineering utilizing metamaterials made of sub-wavelength 
inclusions that provide tremendous degrees of freedom for manipulating with high precision the electromag-
netic parameters of materials and modes. In fact, metamaterials create a medium in which the permittivity 
and permeability are simultaneously negative, which does not exist in nature, and enables the unique property 
that the phase velocity and group velocity of electromagnetic waves are opposite to each other. In addition, the 
Josephson effect provides the Kerr  nonlinearity18, 19 essential for black hole lasers, which determines the group 
velocity, required to select the propagation modes in the system.

Suppose that a Josephson metamaterial transmission line consists of a number of LC blocks each comprised 
of composite right/left-handed components together with a Josephson element in the shunt branch as illustrated 
in Fig. 1. Starting from the application of Kirchhoff ’s law to this system together with the Josephson relation, the 
current conservation at the nth node is expressed as

where In is the current through the nth node comprising of the current through the right-handed (rh) inductor 
with inductance Lrh and the left-handed (lh) capacitor with capacitance Clh at the nth cell, i.e., In = ILrh ,n + IClh ,n,

where Ic , ! , e, and θn are the Josephson critical current, Dirac’s constant, an elementary charge, and the phase 
difference in the nth junction, respectively. The currents on the right-hand side of Eq. (1) are the Josephson cur-
rent IJ ,n , the displacement current ICrh ,n flowing through the nth Josephson junction with capacitance Crh , and 
the current ILlh ,n through the left-handed inductor with inductance Llh . Combining these relations, we obtain 
the following circuit equation,

where we use sin θn ≃ θn − θ3n/6 and LJ = !/(2eIc).
Now let us derive the dispersion relation of this transmission line by ignoring the nonlinear terms of the 

Josephson effect. We substitute a plane-wave solution θn ∼ exp[i(kna − ωt)] with the wavenumber k, the fre-
quency ω , and unit cell length a for Eq. (4) and obtain the dispersion relation

where ωrh = 1/
√
CrhLrh and γ = Clh/Crh . In the regime of γω2 ≪ ω2

rh , this reduces to

(1)In − In−1 = −IJ ,n − ICrh ,n − ILlh ,n,

(2)ILrh ,n = −
!

2e

1

Lrh
(θn+1 − θn),

(3)IClh ,n = −
!

2e
Clh

d2

dt2
(θn+1 − θn),

(4)Crh
d2θn
dt2

+
1

Llh
θn +

1

LJ

(

θn −
θ3n
3!

)

−
(

1

Lrh
+ Clh

d2

dt2

)

(θn+1 + θn−1 − 2θn) = 0,

(5)sin2
ka

2
=

1

4

{

ω2

ω2
rh

− Lrh

(

1

Llh
+

1

LJ

)}(

1 − γ
ω2

ω2
rh

)−1

,

Figure 1.  Schematic representation of the composite right/left-handed nonlinear transmission line. Each 
unit cell consists of the series branch elements and the shunt branch elements. In the series branch, a linear 
inductive element of inductance Lrh is arranged in parallel with a linear capacitance Clh . These constitute the 
linear dispersive element of the line. While in the shunt branch, a linear inductive element of inductance Llh is 
also arranged in parallel with a linear capacitor of capacitance Crh as well as the Josephson element (represented 
by × ) which is responsible for the nonlinearity of the system. The dotted vertical lines mark the unit cell of the 
lattice with the length a.
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FIG. 1. Superconducting transmon qubit dispersively

coupled to high Q storage cavity. a, Schematic of pho-
ton counting device consisting of storage and readout cavities
bridged by a transmon qubit [28]. The interaction between
the dark matter and electromagnetic field results in a photon
being deposited in the storage cavity. b, Qubit spectroscopy
reveals that the storage cavity population is imprinted as a
shift of the qubit transition frequency. The photon number
dependent shift is 2� per photon.

photons [22]. Here, we develop a detector that is sensitive
in the microwave regime and has a low dark count proba-
bility commensurate with the small signal rates expected
in a dark matter experiment.

Qubit based photon counter

In order to construct a single photon counter, we
employ quantum non-demolition (QND) techniques pi-
oneered in atomic physics [23, 24]. To count photons, we
utilize the interaction between a superconducting trans-
mon qubit [25, 26] and the field in a microwave cavity,
as described by the Jaynes-Cummings Hamiltonian [27]
in the dispersive limit (qubit-cavity coupling ⌧ qubit,
cavity detuning): H/h̄ = !ca†a + 1

2
!q�z + 2�a†a 1

2
�z.

The Hamiltonian can be recast to elucidate a key fea-
ture: a photon number dependent frequency shift (2�)
of the qubit transition (Fig. 1(b)).

H/h̄ = !ca
†a+

1

2
(!q + 2�a†a)�z (1)

We use an interferometric Ramsey measurement of the
qubit frequency to infer the cavity state [29]. Errors in
the measurement occur due to qubit decay, dephasing,
heating, cavity decay, and readout infidelity, introduc-
ing ine�ciencies or worse, false positive detections. For
contemporary transmon qubits, these errors occur with
much greater probability (1-10%) than the appearance
of a dark matter induced photon, resulting in a measure-
ment that is limited by detector errors. The qubit-cavity
interaction (2�a†a 1

2
�z) is composed solely of number op-

erators and commutes with the bare Hamiltonian of the
cavity (!ca†a) and qubit ( 1

2
!q�z). Thus, the cavity state

collapses to a Fock state (|0i or |1i in the n̄ ⌧ 1 limit)
upon measurement, rather than being absorbed and de-
stroyed [30–33]. Repeated measurements of the cavity
photon number made via this QND operator enable us
to devise a counting protocol, shown in Fig. 2(a), insen-
sitive to errors in any individual measurement [34–36].

This provides exponential rejection of false positives with
only a linear cost in measurement time.
In this work, we use a device composed of a high qual-

ity factor (Qs = 2.06 ⇥ 107) 3D cavity [37, 38] used to
accumulate and store the signal induced by the dark mat-
ter (storage, !s = 2⇡ ⇥ 6.011GHz), a superconducting
transmon qubit (!q = 2⇡ ⇥ 4.749GHz), and a 3D cavity
strongly coupled to a transmission line (Qr = 1.5⇥ 104)
used to quickly read out the state of qubit (readout,
!r = 2⇡ ⇥ 8.052GHz) (Fig. 1(a)). We mount the de-
vice to the base stage of a dilution refrigerator at 8mK.
To count photons, we repeatedly map the cavity pop-

ulation onto the qubit state by performing a cavity num-
ber parity measurement with Ramsey interferometry, as
depicted in Fig. 2(a). We place the qubit, initialized ei-
ther in |gi or |ei, in a superposition state 1p

2
(|gi ± |ei)

with a ⇡/2 pulse. The qubit state precesses at a rate of
|2�| = 2⇡ ⇥ 1.13MHz when there is one photon in the
storage cavity due to the photon dependent qubit fre-
quency shift. Waiting for a time tp = ⇡/|2�| results in
the qubit state accumulating a ⇡ phase if there is one
photon in the cavity. We project the qubit back onto the
z-axis with a �⇡/2 pulse completing the mapping of the
storage cavity photon number onto the qubit state. We
then determine the qubit state using its standard disper-
sive coupling to the readout resonator. For weak cavity
displacements (n̄ ⌧ 1), this protocol functions as a qubit
⇡ pulse conditioned on the presence of a single cavity
photon [29]. If there are zero photons in the cavity, the
qubit remains in its initial state. If there is one photon
in the cavity, the qubit state is flipped (|gi $ |ei). More
generally, this protocol is sensitive to any cavity state
with odd photon number population.

Hidden Markov model analysis

In order to account for all possible error mechanisms
during the measurement protocol, we model the evolu-
tion of the cavity, qubit, and readout as a hidden Markov
process where the cavity and qubit states are hidden vari-
ables that emit as a readout signal (see Fig. 2(b)). The
Markov chain is characterized by the transition matrix
(T) (Eqn. 2) that governs how the joint cavity, qubit
hidden state s 2 [|0gi , |0ei , |1gi , |1ei] evolve, and the
emission matrix (E) (Eqn. 3) which determines the prob-
ability of a readout signal R 2 [G,E ] given a possible hid-
den state.
The transition matrix captures the possible qubit (cav-

ity) state changes. Qubit (cavity) relaxation |ei ! |gi
(|1i ! |0i) occurs with a probability P #

eg = 1 � e�tm/T q
1

(P10 = 1 � e�tm/T s
1 ). The probability of spontaneous

heating |gi ! |ei (|0i ! |1i) of the qubit (cavity) to-
wards its steady state population is given by P "

ge =

n̄q[1 � e�tm/T q
1 ] (P01 = n̄c[1 � e�tm/T s

1 ]). n̄c is set to
zero in the model in order to penalize events in which a
photon appears in the cavity after the measurement se-
quence has begun. This makes the detector insensitive
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FIG. 1. Superconducting transmon qubit dispersively

coupled to high Q storage cavity. a, Schematic of pho-
ton counting device consisting of storage and readout cavities
bridged by a transmon qubit [28]. The interaction between
the dark matter and electromagnetic field results in a photon
being deposited in the storage cavity. b, Qubit spectroscopy
reveals that the storage cavity population is imprinted as a
shift of the qubit transition frequency. The photon number
dependent shift is 2� per photon.

photons [22]. Here, we develop a detector that is sensitive
in the microwave regime and has a low dark count proba-
bility commensurate with the small signal rates expected
in a dark matter experiment.

Qubit based photon counter

In order to construct a single photon counter, we
employ quantum non-demolition (QND) techniques pi-
oneered in atomic physics [23, 24]. To count photons, we
utilize the interaction between a superconducting trans-
mon qubit [25, 26] and the field in a microwave cavity,
as described by the Jaynes-Cummings Hamiltonian [27]
in the dispersive limit (qubit-cavity coupling ⌧ qubit,
cavity detuning): H/h̄ = !ca†a + 1

2
!q�z + 2�a†a 1

2
�z.

The Hamiltonian can be recast to elucidate a key fea-
ture: a photon number dependent frequency shift (2�)
of the qubit transition (Fig. 1(b)).

H/h̄ = !ca
†a+

1

2
(!q + 2�a†a)�z (1)

We use an interferometric Ramsey measurement of the
qubit frequency to infer the cavity state [29]. Errors in
the measurement occur due to qubit decay, dephasing,
heating, cavity decay, and readout infidelity, introduc-
ing ine�ciencies or worse, false positive detections. For
contemporary transmon qubits, these errors occur with
much greater probability (1-10%) than the appearance
of a dark matter induced photon, resulting in a measure-
ment that is limited by detector errors. The qubit-cavity
interaction (2�a†a 1

2
�z) is composed solely of number op-

erators and commutes with the bare Hamiltonian of the
cavity (!ca†a) and qubit ( 1

2
!q�z). Thus, the cavity state

collapses to a Fock state (|0i or |1i in the n̄ ⌧ 1 limit)
upon measurement, rather than being absorbed and de-
stroyed [30–33]. Repeated measurements of the cavity
photon number made via this QND operator enable us
to devise a counting protocol, shown in Fig. 2(a), insen-
sitive to errors in any individual measurement [34–36].

This provides exponential rejection of false positives with
only a linear cost in measurement time.
In this work, we use a device composed of a high qual-

ity factor (Qs = 2.06 ⇥ 107) 3D cavity [37, 38] used to
accumulate and store the signal induced by the dark mat-
ter (storage, !s = 2⇡ ⇥ 6.011GHz), a superconducting
transmon qubit (!q = 2⇡ ⇥ 4.749GHz), and a 3D cavity
strongly coupled to a transmission line (Qr = 1.5⇥ 104)
used to quickly read out the state of qubit (readout,
!r = 2⇡ ⇥ 8.052GHz) (Fig. 1(a)). We mount the de-
vice to the base stage of a dilution refrigerator at 8mK.
To count photons, we repeatedly map the cavity pop-

ulation onto the qubit state by performing a cavity num-
ber parity measurement with Ramsey interferometry, as
depicted in Fig. 2(a). We place the qubit, initialized ei-
ther in |gi or |ei, in a superposition state 1p

2
(|gi ± |ei)

with a ⇡/2 pulse. The qubit state precesses at a rate of
|2�| = 2⇡ ⇥ 1.13MHz when there is one photon in the
storage cavity due to the photon dependent qubit fre-
quency shift. Waiting for a time tp = ⇡/|2�| results in
the qubit state accumulating a ⇡ phase if there is one
photon in the cavity. We project the qubit back onto the
z-axis with a �⇡/2 pulse completing the mapping of the
storage cavity photon number onto the qubit state. We
then determine the qubit state using its standard disper-
sive coupling to the readout resonator. For weak cavity
displacements (n̄ ⌧ 1), this protocol functions as a qubit
⇡ pulse conditioned on the presence of a single cavity
photon [29]. If there are zero photons in the cavity, the
qubit remains in its initial state. If there is one photon
in the cavity, the qubit state is flipped (|gi $ |ei). More
generally, this protocol is sensitive to any cavity state
with odd photon number population.

Hidden Markov model analysis

In order to account for all possible error mechanisms
during the measurement protocol, we model the evolu-
tion of the cavity, qubit, and readout as a hidden Markov
process where the cavity and qubit states are hidden vari-
ables that emit as a readout signal (see Fig. 2(b)). The
Markov chain is characterized by the transition matrix
(T) (Eqn. 2) that governs how the joint cavity, qubit
hidden state s 2 [|0gi , |0ei , |1gi , |1ei] evolve, and the
emission matrix (E) (Eqn. 3) which determines the prob-
ability of a readout signal R 2 [G,E ] given a possible hid-
den state.
The transition matrix captures the possible qubit (cav-

ity) state changes. Qubit (cavity) relaxation |ei ! |gi
(|1i ! |0i) occurs with a probability P #

eg = 1 � e�tm/T q
1

(P10 = 1 � e�tm/T s
1 ). The probability of spontaneous

heating |gi ! |ei (|0i ! |1i) of the qubit (cavity) to-
wards its steady state population is given by P "

ge =

n̄q[1 � e�tm/T q
1 ] (P01 = n̄c[1 � e�tm/T s

1 ]). n̄c is set to
zero in the model in order to penalize events in which a
photon appears in the cavity after the measurement se-
quence has begun. This makes the detector insensitive
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0⟩
DP can excite qubit directly

1⟩
2⟩

arxiv: 2311.10413

S. Chen et.al. 
Phys. Rev. Lett.  
131, 211001 

3

sensors, |g⟩⊗nq

UDM

H UDM

H UDM

H UDM

H UDM

ti t1 t2 tf

FIG. 1: Quantum circuit for the DM detection. The gate with H represents the Hadamard gate, while that with “•”
and “⊕” connected by the line is the CNOT gate (where “•” is the control qubit). The UDM represents the

evolution with the effect of DM.

An example of quantum circuits to detect the DM sig-
nal is shown in Fig. 1. This is a quantum circuit for
quantum-enhanced parameter estimation [10]. Our cir-
cuit consists of only 1-dimensional nearest neighbor in-
teraction between qubits with O(nq) gates. We assume
that t1 − ti ∼ tf − t2 ≪ t2 − t1, so that the effect of
DM affects mainly on time interval t1 ≤ t ≤ t2. We also
assume that the coherence time τ is determined by the
coherence of the DM and does not scale with n−1

q .

In order to understand the enhancement mechanism
of the signal, it is instructive to consider the case that
α = 0. For α = 0, the eigenstates of UDM are |+⟩ and
|−⟩, satisfying UDM |±⟩ = e±iδ |±⟩, where

|±⟩ ≡
1√
2
(|g⟩± |e⟩). (9)

Thus, considering the states with nq qubits, |±⟩⊗nq , they

evolve as |±⟩⊗nq → U
⊗nq

DM |±⟩⊗nq = e±inqδ |±⟩⊗nq ; the
phases from nq qubits coherently add up. Our quantum
circuit measures this phase as the relative phase between
|+⟩⊗nq and |−⟩⊗nq by using the superposition of these
states.

With the circuit, the state evolves as follows. First, all
the qubits are prepared in the ground state at t = ti. At
t = t1, the state of sensor qubits is given by

|Ψ(t1)⟩ =
1√
2

(

|+⟩⊗nq + |−⟩⊗nq

)

. (10)

With the effect of the DM, the state at t = t2 becomes

|Ψ(t2)⟩ =
1√
2

(

einqδ |+⟩⊗nq + e−inqδ |−⟩⊗nq

)

. (11)

The quantum operation from t = t2 to tf brings the phase

information to the first qubit:

|Ψ(tf)⟩ =
1√
2

(

einqδ |+⟩+ e−inqδ |−⟩
)

⊗ |+⟩⊗(nq−1)

= [cos(nqδ) |g⟩+ i sin(nqδ) |e⟩]⊗ |+⟩⊗(nq−1) .
(12)

The probability to observe the excitation of the first qubit
is

P (α=0)
g→e = sin2(nqδ) ≃ n2

qδ
2, (13)

where, in the last equality, we have used nqδ ≪ 1. No-
tably, the probability is proportional to n2

q, indicating a
possible enhancement of the signal using the quantum
properties of the qubits.
We can use our circuit even in actual situations where

α is unknown. Concentrating on the case that δ ≪ 1, we
may expand the evolution operator for nq qubits as

U
⊗nq

DM ≃ 1+ iδ

nq
∑

i=1

(Xi cosα+ Yi sinα) +O(δ2), (14)

where the summation is over the operators acting on all
the qubits. For any i, the following relation holds:

Xi |±⟩⊗nq = ± |±⟩⊗nq , (15)

with which we obtain

|Ψ(t2)⟩ ≃
1√
2
(1 + inqδ cosα) |+⟩⊗nq

+
1√
2
(1− inqδ cosα) |−⟩⊗nq + · · · , (16)

where terms irrelevant to our discussion are neglected.
The relevant part of Eq. (16) is obtained from Eq. (11)

Multiple qubits entanglement  
enhances signal  !Psig ∝ N2

qubits

Any quantum computer  
is possibly a DM sensor

Qubit excitation with dark photons Entanglement enhances sensitivity 

Wideband sensitivity

The qubit frequency scan is considered in the range
of 1 ≤ f ≤ 10 GHz, corresponding to the DM mass of
4–40 μeV. A constant Q ¼ 106 is assumed across the
frequency range, where the scan step widthΔω ¼ ω=Q and
the coherence time τ ¼ 2πQ=ω are variable; the coherence
time of the qubit is assumed to be Oð100Þ μs. The number
of the scan points is∼Q log 10 ∼ 2 × 106. We consider one-
year operation for the scan, then the time available for each
scan point is ∼14 sec. The readout time [Oð100 nsÞ] and
the interval between the readout (10 μs [10]) are neglected
as they are short enough compared with the coherence
time τ. Figure 1 shows the projected sensitivity of our
proposed experiment.
Conclusions and discussion.—In this Letter, we have

proposed a new detection scheme for the hidden photon
DM using transmon qubits. Because of the small kinetic
mixing with the ordinary EM photon, an effective ac
electric field is induced that coherently drives a transmon
qubit from the ground state toward the first-excited state
when it is resonant. We have calculated the rate of such
excitation [see Eq. (25)], and evaluated the hidden DM
search sensitivity. Using a standard SQUID-based trans-
mon, the sensitivity can reach ϵ ∼ 10−13–10−12 with
∼14 sec spent for a single frequency, and with one year
to complete the scan over the 4–40 μeV (1–10 GHz) range.
While the depth of the sensitivity is generally weaker

than the haloscope experiments using the cavity-resonance,

the proposed method is advantageous for the easier
frequency tunability. This is important feature for a fast
“shallow search” targeting ϵ ∼ 10−13–10−12, which is
motivated by the fact that most of the cosmologically
allowed frequencies have not yet been probed by direct
search experiments. The proposed method also has no less
sensitivity compared with the other wide-band searches
using horn antennas [14] or proposals utilizing the con-
densed-matter excitations (e.g., electric excitations [53–57],
phonon [58,59], magnon [60], and condensed-matter
axion [61–63]).
There are a few considerations left for future studies that

can further extend the sensitivity. (i) Qubit design opti-
mization maximizing the electric dipole moment, where
more aggressive transmon parameters and complex circuit
design can be sought. (ii) Extend the frequency range
beyond that typically explored by superconducting qubit
experiments. 0.2–20 GHz can be achieved with more
dedicated rf setups. (iii) The κ enhancement by the cavity
resonance discussed in Appendix can be further inves-
tigated, particularly in the context of being incorporated
into the haloscope experiments. The setup would be similar
to the experiment performed by Dixit et al. [10], however,
our scheme has significant potential to provide comple-
mentary and unique sensitivity at the high-frequency
regime thanks to the insensitivity of the qubit excitation
rate on the cavity volume.
The search scheme can be also directly benefited from

the exponential advancement of the large-scale NISQ
computers led by, e.g., IBM [64] or Google [47]. Since
the requirements and the experimental setup are almost
identical, the improved qubit multiplicity and coherence in
the NISQ machines will scale the typical sensitivity of this
experiment as well. Technically, it might be even possible
to perform the experiment within the existing NISQ
machines in a parasitic manner by executing the circuits
consisting only of readout.
Finally, we point out that the physics cases of the search

can be widely extended beyond the hidden photon DM,
such as the axion DM or other non-DM transient energy
density such as dark radiation.
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Grants No. 23H04864 and JST PRESTO Grant
No. JPMJPR2253, Japan. T. M. was supported by JSPS
KAKENHI Grants No. 18K03608 and No. 22H01215.
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Appendix.—In this Appendix, we discuss the effects of
cavitylike metallic package surrounding the qubit. The

FIG. 1. Contours of constant p$ ≡ pgeðτÞ on mX vs ϵ plane
(10−1, 10−3, 10−5, and 10−7, from the top). Parameters of C ¼
0.1 pF, d¼ 100 μm,Q ¼ 106, κ ¼ 1, and ρDM ¼ 0.45 GeV=cm3

are assumed. The gray-shaded region is excluded by the cosmo-
logical and astrophysical constraints [51] (dark gray) and the
existing hidden-photon search experiments [6–10,12–32] (light
gray) based on the summary in Ref. [52]. The blue-shaded
regions indicate the sensitivity with the 1-year scan over the
frequency range for nq ¼ 1 (dark blue) and 100 (light blue) (more
details in the main text) assuming the thermal noise of T ¼ 1 mK.
The dashed lines show the sensitivity with T ¼ 30 mK with the
top (bottom) line corresponding to nq ¼ 1 (100) respectively. A
flat readout error of 0.1% is assumed.
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Worth putting qubit in B-field?
9

- Dark photon searches -> Axion searches !  
         with JPA/TWPA without zero-field reagion  
         with single photon counter / direct detection 

- Other JJ based quantum device (JPC as switch etc) 
- Condensed matter application like quantum spin liquid in  
- Readout of the other quantum system (NV-center, Magnons)

α − RuCl3

Yes! Many applications…

https://www.nature.com/articles/s41535-018-0079-2
https://www.nature.com/articles/s41586-023-06097-2
https://www.science.org/doi/abs/10.1126/science.aaa3693?explicitversion=true


Does qubit survive in B-field?
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SC type H_C

Al Type-Ⅰ ~0.01 T

Nb Type-Ⅱ ~0.2 T

Ta Type-Ⅰ ~0.08 T

NbTi Type-Ⅱ ~12 T

NbAl Type-Ⅱ ~34 T
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as the area ratio of the small JJ relative to the two larger JJs
α ¼ 0:358, Josephson energy EJ=h ¼ 140 GHz (where h is the
Plank constant, and the corresponding critical current density of the
larger junctions in the qubit is 38.6 A cm−2), and charging energy
EC=h ¼ ðe2=2CΣÞ=h ¼ 0:244 GHz. Here, the total qubit capaci-
tance (CΣ) is 79.6 fF, which includes a shunt capacitance CS = 52.8
fF and the total junction capacitance of the flux qubit CJ ¼ 26:8 fF
(the detailed parameters are also found in the Methods).

Energy relaxation time, T1, and its temporal variation. Qubit
coherence properties were obtained from time-domain mea-
surements. At the flux-insensitive point, we measured the energy
relaxation time (T1), Ramsey decay time (T*

2), and spin-echo
coherence time (T2) by applying the corresponding control-pulse
sequences (see the insets in Figs. 3a, 4a, b). The qubit’s excited
state population is measured by a digitizer and ensemble-
averaged over 6:5 ´ 104 repetitions. The resulting signal is

Fig. 2 Spectroscopy of resonator and qubit. a Spectrum of resonator microwave transmission (S21) with varying probe frequency and normalized flux
(Φ=Φ0). b The line profile of the resonator’s spectrum at flux bias Φ=Φ0 ¼ 0:5 with a Lorentzian fit (solid line). c Qubit spectra obtained using dispersive
readout. The dashed line is a simulation curve for the qubit transition from the ground state to the excited state (ω01=2π). The qubit transition frequency
has a minimum value of 6.61 GHz at the flux-insensitive point.

Fig. 1 All-nitride C-shunt flux qubit consisting of epitaxially grown NbN/AlN/NbN Josephson junctions on Si substrate. a a photograph of the qubit chip
mounted into the sample package, b Laser scanning microscope image of the capacitively shunted flux qubit coupled to a half-wavelength (λ/2) CPW
resonator made of NbN/TiN on a Si substrate. The inset shows a magnified image of a false-colored flux qubit structure with three NbN/AlN/NbN
Josephson junctions (marked as JJ1, JJ2, and JJ3). c Scanning electron microscopy images corresponding to the three JJs taken after the qubit
measurements. d The thickness profile of qubit taken from the laser scanning microscope system. The displayed scales are in μm. e Cross-sectional
schematics of the part indicated by the blue star and dashed line in b. The JJ parts are marked by the orange dotted ellipses.
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Thin fim ~ 100 nm  
Cross section is extremely low

Applying B-field  
along with thin film

No, but some ideas…
Use high  materialsTC Avoiding penetrating thin films

Similar situation in  
YBCO cavity at CAPP 
NbTi cavity at INFN 

2

FIG. 1: Polygon shape cavity design. (a) The red arrows are electric field lines of the polygon cavity TM010 mode from the
eigenmode simulation (COMSOL). The yellow arrows are magnetic field lines of the same cavity TM010 mode. The color map
inside of the cavity represents the amplitude of the electric field of the TM010 mode. Bext is the direction of the applied DC
magnetic field in the axion cavity experiment. (b) The color map on the surface represents the inner surface current distribution
due to the TM010 mode. The current flows in the direction of the blue arrows. The surface loss is concentrated in the middle of
the cavity. (c) Six aluminum cavity pieces to each of which a YBCO tape is attached. (d) Twelve pieces (two cylinder halves)
are assembled to make a whole cavity.

nding to prevent cracks (Fig. 1 (a)). An arc radius of 10
mm was applied between the top/bottom and the side-
wall surfaces to avoid excess bending stress on the tapes
[26]. The joint mechanism of the twelve separated cavity
pieces are designed for accurate alignment of the YBCO
tapes upon assembly. For the fundamental TM modes,
most commonly used in axion research, the vertical cuts
of the cylindrical cavity do not cause any significant
degradation of the Q-factor, since the direction of the
surface current in TM010 mode and the boundary of
each cavity piece are parallel as seen in (Fig. 1 (b)).
The results were confirmed by the simulation [27] and
the Q-factor measurement of an assembled cavity. The
simulation result of the Q-factor (TM010 mode) of the
polygon copper cavity with nominal room temperature
copper conductivity is 20,400 (Fig. 1 (a), (b)), and the
measured Q factor was 19,200. Once the YBCO tape was
completely attached to the inner surface of each polygon
piece, we removed the protective layers to expose the
bare YBCO surface by a novel technique developed at
CAPP which is described in the supplementary material.
The cut edges of the YBCO tapes exposed on the side
were coated by sputtering silver to reduce the RF loss
due to small imperfection created in the cutting process.
The technique used in this work was optimized for TM
modes of a cylindrical cavity but could be applied to any
resonators, for minimizing surface losses and resolving
contact problems.

The assembled cavity was installed in a cryogen-free
dilution refrigerator BF-LD400 [28], equipped with an
8 T cryogen-free NbTi superconductor solenoid [29],

and brought to a low temperature of around 4 K. The
Q-factor and resonant frequency were measured using a
network analyzer through a transmission signal between
a pair of RF antennae, which are weakly coupled to the
cavity. The coupling strengths of the antennae were
monitored throughout the experiment and accounted
for in obtaining the unloaded quality factor (Fig. 2).
Measuring the Q factor (TM010 mode) of the polygon
cavity with the twelve YBCO pieces by varying the
temperature, we observed the superconducting phase
transition at around 90 K which is in agreement with the
critical temperature (Tc) of YBCO (Fig. 3). The global
increase of the resonant frequency was due to thermal
shrinkage of the aluminum cavity, but an anomalous
frequency shift was also observed near the critical tem-
perature. The decrease of the frequency shift at Tc can
be attributed to the divergence of the penetration depth
of YBCO surface [17]. The maximum Q factor at 4.2 K
was about 220,000. The Q-factor for the polygon cavity
made of pure (oxygen-free high thermal conductivity,
OFHC) copper with the same geometry was measured
to be 55,500. Varying the applied DC magnetic field
from 0 T to 8 T, at the initial ramping up of the magnet,
the Q-factor of the cavity dropped rapidly to 180,000
until the magnetic field reached 0.23 T and then rose
up to the maximum value of 335,000, which is about
6 times higher than that of a copper cavity, at around
1.5 T for the TM010 mode. From the measurement,
we observed that the Q-factor of the resonant cavity’s
TM010 mode did not decrease significantly (changing
only a few percent) up to 8 T (Fig. 4).



Highest Magnetic Field Ever Applied
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2

lows for exploring the magnetic field dependence of the
transmon without additional complications. Planar su-
perconducting resonators are themselves vulnerable to
magnetic fields, which proved to be a limiting factor in
Ref. 8. We first show the spectrum as a function of out-
of-plane magnetic fields and demonstrate how the limi-
tations imposed on qubit coherence by vortices require
precise alignment. With the use of a vector magnet, we
can align the magnetic-field axis to the sample plane with
high precision. Thus, we can measure the transmon spec-
trum and coherence as a function of exact in-plane mag-
netic field. We track the transition frequencies of the
transmons over a range of ⇠1–7GHz in in-plane mag-
netic fields of up to 1T. Based on the spectrum, we
try to understand the geometric e↵ects and the magnetic
field dependence of the superconducting gap. One of the
transmons has a SQUID loop; therefore, we can investi-
gate combining very sensitive SQUIDs with large mag-
netic fields. Overall, even the SQUID transmon main-
tains su�cient coherence for many of the applications
mentioned above. Thus, we show that Al/AlOx/Al JJs
can be operated in high magnetic fields to give coherent
qubits matching the demonstrated field compatibility of
non-standard SNS JJs [29].

II. EXPERIMENTAL SETUP

In Fig. 1, we display the 3D copper cavity containing
both transmons, the transmon geometries and a sketch
relating the JJ geometry to the magnetic field axes. The
cavity design is based on Ref. [35]. There is one asymmet-
ric SQUID transmon and one single-JJ transmon; each
have their own merits: On the one hand, the SQUID
transmon is sensitive to µT out-of-plane fields B?, al-
lowing a precise alignment of the magnetic field parallel
to the device plane. It is also tunable, meaning mea-
surements will cover a wide frequency range allowing to
estimate frequency e↵ects at a similar magnetic field. On
the other hand, the single-JJ transmon is less sensitive
to flux noise and to the magnetic-field misalignment, and
thus it serves as a control device for the SQUID trans-
mon. As shown in Fig. 1 (b), the 3D transmons have
long narrow leads to the JJ, making it vortex resilient,
even though the big capacitor pads do not have inten-
tional vortex trapping sites. Having no magnetic shields,
we opted for a small SQUID loop area of 3.4 µm2.

The JJs are made with a standard Dolan-bridge de-
sign [36] with double-shadow evaporation, but for field
compatibility we chose a thickness of only 10 nm for the
first aluminum layer and 18 nm for the second layer. The
JJs presented were made in the same fabrication run;
scanning electron micrographs of the junction region can
be found in Appendix A. The design leads to large spuri-
ous JJs (see Fig. 1 (c)) between the two superconducting

(c)

main
junction

spurious
junction

spurious
junction

2nd Al layer
in-situ AlOx
1st Al layer

10nm
18nm

(b)(a) 241�m

506�m

100�m

0.41�m

single JJ
SQUID1.9  �m1.8�m

FIG. 1. (a) 3D copper cavity with two transmons, referred to
as single Josephson junction (JJ) and SQUID. (b) Transmon
top view with zoom-in on the junction region for both the sin-
gle JJ and the SQUID device. (c) Sketch of a Dolan-bridge JJ
relating the magnetic field coordinate system (Bk,1,Bk,2,B?)
to the JJ geometry.

films, which could complicate the in-plane magnetic field
dependence [8]. For more detailed information on the
device and on the experimental setup see Ref. 37.

III. OUT-OF-PLANE MAGNETIC FIELD
DEPENDENCE

For every in-plane magnetic field shown in this pa-
per, we sweep the out-of-plane magnetic field, B?. In
contrast to Ref. 38, where vortex-quasiparticle interplay
is explored, we do not perform field cooling; rather, we
change the magnetic field with the sample remaining at
base temperature, as in Ref. 39. The out-of-plane-field
datasets at di↵erent in-plane fields are qualitatively sim-
ilar, even at the highest fields where all quantities can
be measured. As an example, Fig. 2 (a) shows two-tone
spectroscopy peaks of the transmon frequencies for a B?
range of ⇠1mT at Bk,1 = 0.17T. We always measure
both the first and the second excitation energies of the
transmons, f01 and f02/2, to be able to estimate the EJ

and the charging energy EC. [8, 27]. While the frequency
of the single-JJ transmon changes only ⇠10MHz over
this range in B?, the SQUID transmon frequency oscil-
lates between top and bottom limits, the sweetspots. The
sweetspots are determined by the sum and di↵erence of
the EJs of the constituent JJs. The models for the B?
dependence of the spectrum for both transmons can be
found in Appendix E.
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FIG. 4. Transmon qubit coherence as a function of Bk,1. The highest 5% of coherence times T1, T
echo
2 , T ⇤

2 for (a) single-JJ
and (b) SQUID transmon at each Bk,1. Dashed lines indicate the mean of the high-coherence data at each field. Microsecond
coherence is maintained up to at least 0.7T, with T1 above 1 µs over the entire measurable range. (c) and (d) Pure echo
dephasing rates �echo

� = 1/T echo
2 � 1/(2T1) versus parallel magnetic field Bk,1. For low magnetic fields (high frequencies) �echo

� is
limited by photon shot noise. In high magnetic fields the transmons approach the low EJ/EC limit and the charge dispersion
f01(ng = 0) � f01(ng = 0.5) increases, eventually limiting the coherence. (e) The pure Ramsey dephasing rate �⇤

� as a
function of the SQUID frequency sensitivity |df01/dB?|. For every in-plane magnetic field Bk,1 we observe a linear dependence
�⇤
� = a |df01/dB?|+ b. The inset shows the slopes a as a function of Bk,1, which suggest that the noise in B? increases linearly

with Bk,1. The observed noise level and trend are independent of the current source connected to the Bk,1 magnet coil (named
Oxford and Keithley in the legend). We believe this noise is caused by mechanical vibrations (see text).

mechanical vibrations are expected to be low-frequency
and the noise can be largely echoed away. A similar sit-
uation is reported in Ref. 42.

VI. CONCLUSION

The present results show that for many applications
in magnetic fields up to 0.4T, the standard Al-AlOx-
Al JJs can be a viable option. In this regime T1 and
T

echo
2 times remained largely una↵ected in our trans-

mons, but accurate in-plane alignment of the magnetic
field is paramount to preserve coherence. We use thin
aluminum films to increase the in-plane critical field and
narrow leads to minimize vortex losses. For higher fields,
coherence times are reduced compared to low-field levels,
but the standard Al/AlOx/Al transmon can be operated
at magnetic fields up to 1T, comparable to semiconduc-
tor nanowire transmons [29], while exhibiting better co-
herence times. For the Bk,1 direction, the frequency de-
pendence of the transmon was found to be reasonably
well described by a simple model, which considers the gap
closing according to the Ginzburg-Landau theory, and a
Fraunhofer-like geometrical contribution. In addition, we
have shown that the operation of a SQUID transmon is
possible in high in-plane fields, although vibrations of
the magnet relative to the sample and noise from mag-
net current sources could become a limiting factor. These

challenges seem solvable with better vibrational damping
of the dilution refrigerator and the use of persistent cur-
rent magnets. However, between 0.4T and 0.5T, regular
SQUID oscillations could not be observed and the cav-
ity frequency was unstable. We speculate this is due to
spurious JJs inherent in the Dolan bridge fabrication.

With thinner films and possibly shifting to a JJ fabri-
cation that minimizes spurious JJs, such as Manhattan
style JJs [43] or JJs that are made with two lithogra-
phy steps [44], it would be possible to make an Al-AlOx-
Al JJ transmon that can work above 1T. If the target
magnetic field is known in advance and the film prop-
erties are largely characterized, one can account for the
reduction in EJ due to suppression of the superconduct-
ing gap. Then, the Al-AlOx-Al JJ advantages of high
quality, decent yield and targeting will remain available
even in experiments that require high magnetic fields. In
future, it would be interesting to look into charge par-
ity dynamics and thermal excitation in the transmon at
higher fields [45]. Strong in-plane magnetic fields present
an additional tuning knob in cQED, which could help un-
derstand the physics of the quasiparticles coupling to the
transmon. We also believe that with slight improvements
in the setup, it would be possible to measure the e↵ect of
magnetic fields on flux noise and shed light on the nature
of the spin ensembles that are believed to cause it [46].

Al-AlOx-Al Junction has 1 Tesla tolerance

Phys. Rev. Applied 17, 034032
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　　https://www.crc.u-tokyo.ac.jp/FSI/index_e.html
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This setup is now cooling down

https://www.crc.u-tokyo.ac.jp/FSI/index_e.html


Future Plans / Possibilities
14

1. Test qubit in ~ 3 Tesla -> Now ongoing 

2. Sneak in the 9.4 T magnet at FNAL?  
Our setup is very small: 1 inch diameter, less than 2 inches length  

3. Test dedicated design for escaping magnetic flux 
 

4. Test fancy material for higher tolerance  

B-field



Summary
15

- Superconducting qubits have many application to HEP 
- Qubit in a strong magnetic field opens various possibilities 

  Especially, axion searches with extreme sensitivity 
- Qubit is proved working under 1 Tesla 

→ We are now expanding it towards ~10 Tesla 
- There are several options to make it more B-field tolerant


