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Breaking news from last week

• NuGraph2 model has been integrated in LArSoft release:
- https://github.com/LArSoft/larsoft/releases/tag/v09_83_01 
- It’s located in the larrecodnn/NuGraph package

• New dependencies introduced for NuGraph:
- delaunator v0_4_0
• we considered using ROOT::Math::Delaunay2D but it was not giving identical output

- libtorch v2_1_1
- torch_scatter v2_1_2
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https://github.com/LArSoft/larsoft/releases/tag/v09_83_01
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Snapshot of the integrated version
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NuGraphInference_module
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(1) create Delaunay edges

(2) fill input torch Tensors

(3) collect inputs, run inference
(4) get output, put into event

https://github.com/LArSoft/larrecodnn/blob/develop/larrecodnn/NuGraph/NuGraphInference_module.cc 

https://github.com/LArSoft/larrecodnn/blob/develop/larrecodnn/NuGraph/NuGraphInference_module.cc
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Storing the output in event record
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• Use already available classes to store GNN output in event record:
- FeatureVector<N> and MVADescription<N> for hit-level predictions
• both defined in lardataobj/AnalysisBase/MVAOutput.h
• FeatureVector contains the prediction scores, one entry per hit
- result stored in same order as input hit collection (no Assns)

• MVADescription contains the input label of the hit collection and a description of each entry in the 
FeatureVector. One entry per event.

- Use recob::Vertex for vertex prediction
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Configuration files

• Define input collections
• Feature normalization values
• Choice of decoders
• File name of compiled model
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https://github.com/LArSoft/larrecodnn/blob/develop/larrecodnn/NuGraph/nugraph.fcl 

Actual fcl file for running the job is: 
https://github.com/LArSoft/larrecodnn/blob/develop/larrecodnn/NuGraph/testinference_uB_slice_job.fcl 

https://github.com/LArSoft/larrecodnn/blob/develop/larrecodnn/NuGraph/nugraph.fcl
https://github.com/LArSoft/larrecodnn/blob/develop/larrecodnn/NuGraph/testinference_uB_slice_job.fcl
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NuGraphAnalyzer_module

• Simple analyzer that reads back 
the GNN output from the event 
record and fills a root TTree with 
the results
- leverages larsoft proxies and 

MVADescription for user-friendly 
access of results
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https://github.com/LArSoft/larrecodnn/blob/develop/larrecodnn/NuGraph/NuGraphAnalyzer_module.cc 

https://github.com/LArSoft/larrecodnn/blob/develop/larrecodnn/NuGraph/NuGraphAnalyzer_module.cc
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Recipe for Testing
• source /cvmfs/uboone.opensciencegrid.org/products/setup_uboone.sh
• setup uboonecode v09_83_01 -q e26:prof
• cp /path/to/model.pt .
• export FW_SEARCH_PATH=$FW_SEARCH_PATH:./
• lar -c testinference_uB_slice_job.fcl -n 1 --nskip 31 -s inputfile.root
• lar -c nugraph_analyzer.fcl -n -1 -s inputfile_*-testinference.root
• root -l NuGraphTree.root

• As input file you can use files from the MicroBooNE public dataset, e.g.
- xroot://fndca1.fnal.gov:1095//pnfs/fnal.gov/usr/uboone/persistent/PublicAccess/

prodgenie_bnb_nu_uboone_overlay_mcc9.1_v08_00_00_26_filter_run1_reco2_reco2/
PhysicsRun-2016_5_20_12_58_43-0006343-00065_20160521T005619_ext_unbiased_2016052
1T032257_merged_gen_20190510T072402_g4_detsim_mix_r1a_r1b_postdlmctrut_d96f7194-1
72b-4803-94c4-15bcb8121a21.root
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Resource usage
• Inference module takes 0.75 s per event event, including graph construction
- however about half of the events are skipped due to too few hits

• Other upstream modules are also fast
- However, from experience with creating the training dataset, SpacePointSolver may take longer and use 

significant memory for busy events.
• Exploring alternatives (e.g. Cluster3D) or a better tuning of the parameters may be required. 

• Peak resident set size usage: 2570.68 MB
- would be nice if we could get it below 2 GB
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https://github.com/LArSoft/larreco/blob/develop/larreco/ClusterFinder/Cluster3D_module.cc
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Some examples of event displays from the output tree
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r/s/e : 6343/70/3506
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Some examples of event displays from the output tree
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r/s/e : 6343/72/3506
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Testing other experiments than MicroBooNE

• MicroBooNE specific items in the recipe above:
- model file has been trained with MicroBooNE samples
• default feature normalization values in nugraph.fcl also correspond to the training sample above

- configuration file needs MicroBooNE services (for SpacePointSolver, not for NuGraph)
- if other experiments need features other than WireID, PeakTime, Integral, RMS those 

need to be added
- if other models need decoders other than semantic, filter, and vertex those need to be 

added

• Unless you want to run NuGraph2 from the uB open dataset you need to 
export your model
• We need a way to customize the feature and decoder list 
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From my talk at the 
November workshop

We need to work on a proper merge of the JIT-table version in the main branch.
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Factorizing the Inference Module
• A possible solution is to make use of art tools to factorize parts of the module and customize 

the feature extraction
- https://cdcvs.fnal.gov/redmine/projects/art/wiki/General_design_considerations#When-more-flexibility-is-

required
- “There are times when there are aspects of a module that cannot (or should not) be broken apart into 

separate modules, and for which the author of the code desires to allow users of the module to specify their 
own behavior. “
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https://cdcvs.fnal.gov/redmine/projects/art/wiki/General_design_considerations#When-more-flexibility-is-required
https://cdcvs.fnal.gov/redmine/projects/art/wiki/General_design_considerations#When-more-flexibility-is-required
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Future…

• NuSonic. Please reach out if you are interested!
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From my talk at the 
November workshop


