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Plan
• Yesterday afternoon: Concepts

• Introduction and physics goals of the LHC Experiments
• The role of the trigger and DAQ systems
• DAQ concepts: simple toy model → complex systems

• This morning: Details and Implementations
• Trigger concepts: from hardware to architecting a system
• The challenge of high luminosity, and the upgrades
• ATLAS, CMS hardware triggers, and their evolution
• Software triggers, and new analysis paradigms
• Wrap up
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Designing a rapid-reconstruction system

trigger

LHC clock

Trigger MUST process new events at the 
experimental frequency — quickly!

@LHC this is 40 MHz, 1/(25 nanosec)

If FPGAs are the atomic units, how to architect a complete system?
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If FPGAs are the atomic units, how to architect a complete system?
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Pipelining
Trigger systems rely on pipelines to perform complicated reconstruction 
tasks while handling a stream of continuous inputs.

???
??? ???

They enable systems with long latency, short initiation interval.
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A real life example
Trigger systems rely on pipelines to perform complicated reconstruction 
tasks while handling a stream of continuous inputs.

They enable systems with long latency, short initiation interval.

Load 1 empty

Load 1

Load 2 empty Load 3 empty

Load 2 Load 3

Washer

Dryer  

t=0 t=2 hrs
t=3 hrs

t=1 hr1

Example: laundry in my apartment building: 
1 washer (runs 30min) and 1 dryer (runs 1hr).
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A real life example
Trigger systems rely on pipelines to perform complicated reconstruction 
tasks while handling a stream of continuous inputs.

They enable systems with long latency, short initiation interval.

Load 1 Load 2

Load 1

Load 3 Load 4 Load 5 Load 6

Load 3 Load 5

Washer

Dryer 1

Load 2 Load 4Dryer 2 Load 6

t=0 t=2 hrs
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t=1 hr1

Example: laundry in my apartment building: 
1 washer (runs 30min) and 1 dryer (runs 1hr).

What are the ii, latency of the washer? The dryer? The entire system?
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Pipelining
Trigger systems rely on pipelines to perform complicated reconstruction 
tasks while handling a stream of continuous inputs.

They enable systems with long latency, short initiation interval.

New event 
(every 25ns)

Trigger 
decision

My awesome trigger algorithm
(τ = 100ns)
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Pipelining
Trigger systems rely on pipelines to perform complicated reconstruction 
tasks while handling a stream of continuous inputs.

They enable systems with long latency, short initiation interval.

New event 
(every 25ns)

Trigger 
decision

My not-so-awesome trigger algorithm
(τ = 100ns)

The block is still processing when a new event arrives!
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Pipelining
Trigger systems rely on pipelines to perform complicated reconstruction 
tasks while handling a stream of continuous inputs.

They enable systems with long latency, short initiation interval.

New event 
(every 25ns)

Trigger 
decision

Sub-algo 
(τ = 25ns)

Sub-algo 
(τ = 25ns)

Sub-algo 
(τ = 25ns)

Sub-algo 
(τ = 25ns)

Modular logic can process many events at once
(and again, intermediate buffers ease synchronization)
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Pipelining
Trigger systems rely on pipelines to perform complicated reconstruction 
tasks while handling a stream of continuous inputs.

They enable systems with long latency, short initiation interval.

New event 
(every 25ns)

Trigger 
decision

Sub-algo 
(τ = 25ns)

Sub-algo 
(τ = 25ns)

Complex sub-algo 
(τ = 50ns)

Complex sub-algo 
(τ = 50ns)

Sometimes this is inconvenient or impossible → parallel processors
(More complex building blocks, at the expense of more resources)
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Regional processing
Particle reconstruction is an inherently local task 
→ process parallel regions
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Regional processing
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Particle reconstruction is an inherently local task 
→ process parallel regions



C. HerwigJul 23, 2024 63

Regional processing
Re

gi
on

 1

Re
gi

on
 2

Re
gi

on
 N

Calorimeter Trigger

Re
gi

on
 1

Re
gi

on
 2

Re
gi

on
 N

Muon Trigger

……

μ? μ? μ?ɣ? ɣ? ɣ?

Global OR
Caveat: some data-sharing always 
needed. How to deal with overlaps?

Particle reconstruction is an inherently local task 
→ process parallel regions



C. HerwigJul 23, 2024 64

Regional processing
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Regional processing
Particle reconstruction is an inherently local task 
→ process parallel regions

BERTA: TOP TAGGING WITH THE ATLAS EXPERIMENT

Figure 1. Illustration of the di↵erence between the resolved top quark on the left and the
boosted top quark on the right. The three jets from a boosted top quark are overlapping each
other.

Figure 2. Distribution of the angular separation of the top decay products W and b versus the
transversal momentum of the top quark in Z

0 ! tt̄ events [The ATLAS Collaboration, 2012].
The mass of the simulated Z

0 boson is 1.6TeV and the events are simulated with PYTHIA

[Mrenna et al., 2006] at
p
s = 7TeV.

new gauge boson Z
0 decaying to a tt̄ pair. Thanks to the large mass of the Z

0 boson, the two
top quarks are obtaining large values of ptT. The ability to resolve the three jets from a hadronic
top quark using the anti-kt jet algorithm with radius of 0.4 begins to degrade for ptT ⇠> 300GeV.
Therefore, novel reconstruction techniques are necessary to identify boosted tops.

From theoretical point of view, the motivation to study boosted top quarks is the new
physics. A new heavy resonance decaying to tt̄ pair can have signature of two boosted top quarks.
From experimental point of view, the boosted top quarks have no combinatoric background as
in the case of the resolved top quarks which originates from the ine�ciency of choosing the
correct combination of jets belonging to a hadronic top quark. With increasing center-of-mass
energy at the LHC, the ratio of the number of produced boosted tops to the number of produced
resolved tops is increasing. All of these reasons contribute to the importance of identifying the
boosted hadronic top quarks.

Top Tagging

The top tagging is an approach to identify boosted hadronic top quarks. The Figure 2
shows that the angular separation of the top decay products W and b for the boosted tops is
�R(W, b) ⇠< 1. The general idea for top tagging is to use the anti-kt jet algorithm with large

40

Local…
until it 
is not!

E.g. a decaying top 
quark with large 
Lorentz boost

Particle jets occupy 1/2 detector!
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Plan
• Yesterday afternoon: Concepts

• Introduction and physics goals of the LHC Experiments
• The role of the trigger and DAQ systems
• DAQ concepts: simple toy model → complex systems

• This morning: Details and Implementations
• Trigger concepts: from hardware to architecting a system
• The challenge of high luminosity, and the upgrades
• ATLAS, CMS hardware triggers, and their evolution
• Software triggers, and new analysis paradigms
• Wrap up
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Towards the high-luminosity era
THE LARGE HADRON COLLIDER �23. The LHC and the ATLAS detector

LHCbLHCb
ATLASATLAS

ALICEALICECMSCMS

Lake GenevaLake Geneva

AlpsAlps

SalèveSalève

LHCLHC
Figure 3.1: Aerial view of Geneva with an overlaid drawing of the LHC and associated experi-

ments [41].

3.1.1 Specifications

The LHC is last step of a multi-stage chain of accelerators called the LHC accelerator complex [42],

shown in Fig. 3.2. Protons are first retrieved from hydrogen atoms and accelerated by the Linac 2

linear accelerator to 50 MeV per proton. The protons are then passed successively to the Proton

Synchotron Booster (PSB), Proton Synchotron (PS), and Super Proton Synchrotron (SPS) where

they are accelerated to 1.4 GeV, 25 GeV, and 450 GeV, respectively. The protons are finally fed into

the LHC where they are maximally accelerated to 4 TeV in 2012 operations, yielding a center-of-mass

collision energy of 8 TeV. This chain is summarized in Table 3.1. At full energy, the protons will

typically circulate the LHC for many hours at a time.

Protons travel around the LHC in two oppositely circulated beams. The proton beams are bent

and focused by powerful superconducting electromagnets, which operate cryogenically at an ultracold

9
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Typical collision at the 
LHC start (Pileup=2)

68

High-lumi test data: 
Pileup~100 in 2016

Charged particle tracks Interaction vertices

Must disentangle 
decay products of 200 
overlapping collisions.

Basic challenge of High-Luminosity
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Typical collision at the 
LHC start (Pileup=2)

68

High-lumi test data: 
Pileup~100 in 2016

Charged particle tracks Interaction vertices

Must disentangle 
decay products of 200 
overlapping collisions.

Basic challenge of High-Luminosity

Data rate ~ (# channels) x (bunch density) → Grows doubly!
Huge challenge for real-time data processing!

New detectors required to disentangle 200 simultaneous collisions.
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The ATLAS Trigger System

Figure 3.1: Schematic overview of the TDAQ system after the Phase-I upgrade, with an average
trigger acceptance rate of 100 kHz at the output of the Level-1 trigger system and a maximum Level-1
latency of 2.5 µs. The main objective of the system is to filter events and select up to approximately
one thousand events per second for recording to permanent storage.

41
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Sub-engines for
• Electrons and photons
• Hadronic jets (R=0.4, quark/gluon)
• Large-R jets (hadronic W/Z/h)
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“Ghost-busting” muons reconstructed 
in two overlapping detector segments
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“Ghost-busting” muons reconstructed 
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Correlating multiple objects 
(e.g. m(μμ), dR(j,j), energy sums,…)
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The ATLAS Trigger System
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trigger acceptance rate of 100 kHz at the output of the Level-1 trigger system and a maximum Level-1
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one thousand events per second for recording to permanent storage.

41

Sub-engines for
• Electrons and photons
• Hadronic jets (R=0.4, quark/gluon)
• Large-R jets (hadronic W/Z/h)

“Ghost-busting” muons reconstructed 
in two overlapping detector segments

Correlating multiple objects 
(e.g. m(μμ), dR(j,j), energy sums,…)

Apply the dead time rules
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The ATLAS Trigger System

Figure 3.1: Schematic overview of the TDAQ system after the Phase-I upgrade, with an average
trigger acceptance rate of 100 kHz at the output of the Level-1 trigger system and a maximum Level-1
latency of 2.5 µs. The main objective of the system is to filter events and select up to approximately
one thousand events per second for recording to permanent storage.

41

Inner Tracker Calorimeters Muon System

L0Calo

Global Trigger

CTP

Event Filter

Processor Farm

Data Handlers

Dataflow

Event
Aggregator

Permanent
Storage

FELIX

Output data (10 kHz)

Readout data (1 MHz)
L0 accept signal
L0 trigger data (40 MHz)

eFEX

fFEX

L0Muon

Barrel 
Sector Logic

Endcap
Sector Logic

MUCTPI

NSW Trigger
Processor

Storage
Handler

Event
Builder

EF accept signal

jFEX

gFEX

MDT Trigger
Processor

Event
Processor

Figure 1.4: The TDAQ Phase-II architecture with the EF updated to reflect the baseline change
to use only commercial processors. The black dotted arrows indicate the Level-0 dataflow from the
detector systems to the Level-0 trigger system at 40 MHz, which must identify physics objects and
calculate event-level physics quantities within 10 µs. The result of the Level-0 trigger decision (L0A)
is transmitted to the detectors as indicated by the red dashed arrows. The resulting trigger data and
detector data are transmitted through the Data Acquisition System (DAQ) system at 1 MHz, as
shown by the black solid arrows. Direct connections between each Level-0 trigger component and
the Readout system are suppressed for simplicity. The EF system is composed of a heterogeneous
processor farm that must reduce the event rate to 10 kHz. Events that are selected by the EF trigger
decision are transferred for permanent storage.

9
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The CMS Trigger System
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The CMS Trigger System

Time-multiplexing in calorimeter
Concentrate all data on 1 board!
BUT, latency cost to mux and 
de-mux the data (~0.5μs)
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The CMS Trigger System
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– 15 – 

In addition to CPMs or JEMs and the CMMs, each of these 9U crates also contains a 

Timing Control Module to distribute the LHC clock and to monitor voltages and temperatures 

via CANbus, and a 6U VMEbus CPU module. 

5.1 The Cluster Processor Module (CPM) 

5.1.1 The electron/photon and τ /hadron algorithms 

The function of the CPMs is to carry out the e/γ and τ algorithms and to count the multiplicity of 

successes, or hits, in the region covered by each module. The two algorithms use very similar 

logic, and are therefore executed together. Figure 13 illustrates the elements of the algorithms, 

which are run for all possible sets of overlapping 4 × 4 trigger-tower windows.  

The e/γ algorithm searches for narrow, high-ET showers in the EM calorimeters. The main 

background is an overwhelming rate of hadronic jets. Therefore, the characteristics used to 

enhance the selection at level-1 are to require 

transverse isolation, and that the showers should not 

penetrate to the hadronic calorimeter. The τ/hadron 

algorithm looks for τ decays into collimated 

clusters of hadrons, again permitting some level of 

isolation but in this case allowing the showers to 

penetrate into the hadronic calorimeters.  

Consider the 2 × 2 trigger-tower region at the 

centre of the 4 × 4 trigger-tower window shown in 

Figure 13. In the EM calorimeter ET values are 

summed for the towers in each of the four possible 

1 × 2 and 2 × 1 pairs within the region, in order to 

find relatively narrow showers while at the same 

time not losing efficiency for showers crossing 

tower boundaries. We do not worry about showers 

crossing into three or four of the towers because 

Monte Carlo studies [5] have shown that there is no 

significant loss in efficiency by summing only two 

Figure 13: Elements used for the e/γ  and  

τ/hadron algorithms. 

 

 

 

 

Figure 12: Layout of one crate of Cluster Processor Modules, covering one quadrant in φ . (In 
the Jet/Energy-sum Processor each quadrant is covered in a similar way, but by 8 JEMs.) 

ATLAS HW Calorimeter trigger

Simple algorithms (sums, local maxima), 
that are quick to compute in hardware.

Original trigger design

Technical Design Report
15th June 2018

ATLAS
Liquid Argon Calorimeter Phase-II Upgrade
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Figure 2.2: Accordion structure of the EMB. The top figure is a view of a small sector of the barrel
calorimeter in a plane transverse to the LHC beams.
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Figure 2.3: Sketch of an EMB module where the different layers are visible. The granularity in h and
f of the cells of each of the three layers and of the trigger towers is also shown.

10 Chapter 2: System Overview
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Technical Design Report
15th June 2018

ATLAS
Liquid Argon Calorimeter Phase-II Upgrade

information from the calorimeter to the L1 trigger system. The increase in granularity can
be seen in Figure 2.7, which compares the energy deposition of an electron in the existing
trigger readout system to that of the planned upgrade system. This upgrade improves the
trigger energy resolution and efficiency for selecting electrons, photons, t leptons, jets, and
missing transverse energy (Emiss

T ), while enhancing discrimination against backgrounds
and fakes in an environment with high instantaneous luminosity, i.e. with high pileup. As
the LHC luminosity increases above the design value, the improved calorimeter trigger
electronics will allow ATLAS to deploy more sophisticated algorithms already at the L1
trigger to restrict the L1 trigger rates to the maximum of 110 kHz supported by the current
FE and BE electronics.

(a)

(b)

Figure 2.7: An electron (with 70 GeV of transverse energy) as seen by the existing L1 Calorimeter
trigger electronics (a) and by the planned upgraded trigger electronics for Phase-I (b).

The existing calorimeter trigger information is based on the concept of a “Trigger Tower”
that sums the energy deposition across the longitudinal layers of the calorimeters in an area
of Dh ⇥ Df = 0.1 ⇥ 0.1. The Trigger Tower is created through several stages of on-detector

16 Chapter 2: System Overview

L1Calo 
inputs today

74

ATLAS HW Calorimeter trigger

Improved granularity, thanks to 
new FEs, higher link speeds!

(a) eFEX (b) jFEX

(c) gFEX

Fig. 2: The new L1Calo Feature Extractors

algorithms, from the multiplicity counting up to complex
multiple-object based topological algorithms.

The Hub-Readout Driver (ROD) consist of 7 ATCA mod-
ules, residing within the eFEX, jFEX and L1Topo ATCA
shelves. The modules distribute the timing, trigger and control
(TTC) information to the FEX/L1Topo modules within their
shelf. They also provide readout data to the new ATLAS Front-
End Link Exchange (FELIX) [3] readout mechanism. This data
is required both to validate and monitor the performance of the
trigger, and as a basis for the next level of triggering in the
ATLAS High Level Trigger.

The Tile Rear Extension (TREX) system consists of 32 VME
Rear-Transition Modules which extend the functionality of the
legacy L1Calo Preprocessor. The modules provide digitised
hadronic input from the Tile Calorimeter optically to the FEX
modules and electrically to the legacy trigger processors.

The Fibre Optics Exchange (FOX) and Topo-FOX are com-
plex optical exchange networks to rearrange the high-speed
data signals into a suitable order for the FEX systems. They
ensure the interconnection of the between the calorimeter
inputs and the trigger processors.

The next set of upgrade modules are showcased in Fig. 3.

(a) L1Topo (b) Hub+ROD (c) TREX

(d) 1 of 6 partially
assembled FOX box

(e) TopoFOX

Fig. 3: The new upgrade modules for Run 3.

III. EXPECTED PERFORMANCE

The algorithms performed by the FEX processors are in-
tegrated into the offline simulation of the ATLAS L1Calo
system. Therefore they can be simulated to gauge the expected
performance and behaviour for Run 3.

The expected single-electron trigger efficiency is depicted in
Fig. 4 (a), based on the simulation of the Z ! ee process. The
improved performance of the Run 3 trigger results in smaller
rate and improved efficiency.

Fig. 4 (b) shows The efficiency of the new missing transverse
momentum (Emiss

T ) algorithms of the Run 3 jFEX and gFEX
compared to the Run-2 Emiss

T .
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Fig. 4: (a) Single-electron efficiency comparison between Run 2 and
the Run 3 eFEX. (b) Emiss

T algorithm efficiency comparison between
Run 2 and Run 3 jFEX and gFEX. [4]

IV. COMMISSIONING AND OPERATION

Testing of the prototype modules and development of
firmware and software has been completed over the course
of several years at several test-labs at CERN and at the home
institutes. Most of the upgrade modules were installed in the
ATLAS electronics cavern towards the end of 2021 and the
start of 2022. This allowed full integration with the detector
environment and testing with ATLAS data.

The full system has been integrated into the ATLAS TDAQ
infrastructure and the Detector Control System (DCS) which
provides close monitoring of the hardware environmental data.

With the current complete installation, the full functionality
is under study, particularly the trigger and event readout paths.
The L1Topo module has to interface not only with the FEX
modules, but also with the Level-1 Muon Trigger (for topolog-
ical selections involving muons) and the downstream Central
Trigger Processor which makes the final Level-1 decision.

The first physics performance comparisons have been per-
formed between the Phase-I and legacy systems using Run
3 pp collisions at

p
s = 13.6 TeV. The correlation of the

Trigger Objects built by the eFEX to its legacy counterpart
are presented in Fig. 5. The results show good agreement,
the differences are expected due to differing algorithms used
to construct the Trigger Objects and different calibration of
the input data. Triggering has been achieved with the trigger
decisions arriving in-time at the CTP.

And a new generation of 
trigger hardware to match!
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ATLAS HW Calorimeter trigger
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Performance studies of the Run 3 jFEX algorithms in the ATLAS calorimeter trigger

• The Run 2 ATLAS trigger system is comprised of two levels: a 
hardware based Level-1 (L1) and a software Higher Level 
Trigger (HLT). Between late 2018 and early 2021, the ATLAS 
trigger system is undergoing upgrades to allow for an increase 
in luminosity and to improve the performance

Two major sets of upgrades to the ATLAS L1 trigger system:
• The increase in read-out granularity in the Liquid Argon (LAr) 

detectors ("supercells")
• 7k towers (Run 2) to 36k supercells (Run 3)

• The addition of new Feature EXtractors (FEXs):
• Jet FEX (jFEX) - identifies jets and calculates missing 

transverse momentum and other energy sums
• Global FEX (gFEX) - identifies large radius jets
• Electromagnetic FEX (eFEX)

Elena Villhauer on behalf of the ATLAS Experiment
University of Edinburgh

Comparison of Run 2 L1 system to Run 3 L1 system performance 

New components for Run 3 are in highlighted in orange 
and yellow. The gFEX system (not shown) will also be 
incorporated

References:
[1]. https://twiki.cern.ch/twiki/bin/view/AtlasPublic/L1CaloTriggerPublicResults
[2]. https://twiki.cern.ch/twiki/bin/view/AtlasPublic/JetTriggerPublicResults
[3]. https://twiki.cern.ch/twiki/bin/view/AtlasPublic/MissingEtTriggerPublicResults#March_2019

[4]. https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/PERF-2016-04/fig_04a.png
[5]. https://cds.cern.ch/record/1602235/files/ATLAS-TDR-023.pdf
[6]. https://cds.cern.ch/record/1602230/files/ATLAS-TDR-022.pdf

jFEX Structure
• Six jFEX modules
• Each jFEX module is an ATCA (Advanced Telecommunication 

Computing Architecture) board with 4 processor Xilinx 
UltraScale+ FPGAs (field-programmable gate array) and can 
process a total input data rate of ~3.6 Tb/s 

• Identifies jets, taus and calculates missing transverse 
momentum and other energy sums

• The new jFex jets are much finer resolution in η , φ than 
current L1 jets

Upgrade of ATLAS L1 trigger system from Run 2 to Run 3 Formation of a Run 3 jFEX jet 

Small-R jFEX jet:
• Reconstructed using 0.9 x 0.9 sliding window algorithm
• Noise threshold of 2 GeV is required for any jTower

• ET of jTower is set to 0 if noise cut fails
• Each 0.1 x 0.1 jTower is surrounded by a 0.3 x 0.3 seed that consists of 3 x 3 jTowers
• The “Local maximum”, seed with the highest ET, is determined by scanning all seeds that 

exist within a range of 5 x 5 jTowers and finding the seed with highest ET
• Small-R jet is defined as a cone of Δ R = 0.4, where Δ R = sqrt((Δ η)2 + (Δ φ)2) and Δ R = 0 is 

at the center of the local maximum 
• Jet ET = sum of ET of each tower

Large-R jFEX jet:
• Uses same algorithm as Small-R jFEX jets, but with an increased cone size of Δ R = 0.8

Formation of a Run 2 L1 jet 
Reconstructed using  a 0.8 x 0.8 sliding 
window algorithm with a 0.2 x 0.2 tower and 
a  0.4 x 0.4 seed

L1  jet ROI (0.8 x 0.8),
0.2 x 0.2 tower, 0.4 x 0.4 seed

jFEX jet (0.7 x 0.7 rounded-off square), 
0.1 x 0.1 tower, 0.3 x 0.3 seed

Below: Plots of per jet trigger efficiencies in HH->bb(bb) Monte Carlo samples for Run 2 L1 jets, Run 3 
jFEX jets, and the offline Anti-kt reconstruction algorithm running over R = 0.4 jTowers
• Run 3 jFEX algorithm and offline Anti-kt reconstruction algorithm apply 2 GeV noise cut to jTowers
• Thresholds for all three approaches were tuned to have equivalent rates 

jFEX MET algorithms
• Designed for better pileup mitigation
• jFEX MET Algorithm 1: MET calculation - sum over all 

towers above given threshold 
• Thresholds are pileup and noise cuts

• jFEX MET Algorithm 2: rho-subtracted MET calculation
• Calculate average energy (from in-time pile-up) 

event-by-event and subtract energy. from all towers
• Sum over all towers with positive energy

jFEX MET trigger efficiencies

Run 3 jFEX Jet Trigger Efficiencies 

Run 2 L1 Jet Trigger Efficiencies 

Investigation of L1 jet calibrations 

• Efficiency of jFEX MET algorithm versus truth MET in a                   
ZH->vvbb Monte Carlo simulation

• jFEX MET is calculated as the vector sum of all towers with ET 
greater than an η-dependent threshold

• Threshold cuts noise and ranges from 0 – 5 GeV
• jFEX MET algorithm in ZH->vvbb compared to Run 2 MET threshold  

L1_XE50 in Z->uu events
• This plot is shown as a proof of principle and is the same 

algorithm as Run 2, hence the performance is the same

Figure from [1] 

Figure from [1] Figure from [1] 

Figure from [3] 

Figure from [2] 

Figure from [4] 

On the right: trigger efficiencies for single jet L1 triggers 
for 2015 and 2016
• L1_JX  means single jet trigger that accepts an event 

if a jet has  ET > X GeV
• L1 single jet triggers in 2015 and 2016 become fully 

efficient at same point

• Trigger efficiencies computed as a function of calibrated offline 
jets where
• pT > 30 GeV 
• |η| < 2.5
• At least one jet is > 30 pT and is < Δ R = 0.6 of the probe jet 

• 3 online jets required

• Trigger efficiencies computed as a function of 
calibrated offline jets where
• pT > 30 GeV 
• |η| < 2.5

• 1 online jet required

Conclusion
• The new algorithm performs better for nearby jets
• Run 2 L1 jets and the new algorithm perform similarly for 1 online jet events

• The ATLAS detector is not uniform in eta, 
so the response to jets is not uniform in 
eta

• Goal: remove the eta-dependence in 
energy response to improve the jet 
resolution
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CMS HW Muon “reconstruction”
Instead of reconstructing μ pT “on the fly”, results of an algorithm can be 
pre-computed (offline) for all possible input values for fast lookup.

Δφ12
Δφ23

η
track 
type

Lookup 
table 
(LUT)

pT

MemoryAddress Content

Difficult region 
(non-uniform B field)

Original CMS: external RAM 22b
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CMS HW Muon “reconstruction”

Δφ23
Δφ34

η

track 
type

Lookup 
table 
(LUT)

pT

Δη

Δφ12

MemoryAddress Content
30b LUT actually encodes a Neural 

Net … more on that later!

Phase-1: Larger FPGAs, internal 
DRAM with 30b address space
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Trigger-driven tracker design
Large-radius sensors drive pT measurement (lever arm).

Outer layers: 2 stacked sensors with 5cm strips “SS”.
Inner layers: strips (2.4cm) + macro-pixel (1.5mm) “PS”.

<latexit sha1_base64="nDdtb5TEph+QT/U25gJSnPw0tqw=">AAAB6nicdVDLSgMxFM3UV62vqks3wSK4cUjasa27ohuXFW0ttGPJpJk2NJMZkoxQSj/BjQtF3PpF7vwb04egogcuHM65l3vvCRLBtUHow8ksLa+srmXXcxubW9s7+d29po5TRVmDxiJWrYBoJrhkDcONYK1EMRIFgt0Gw4upf3vPlOaxvDGjhPkR6UseckqMla7Z3Uk3X0BuGZe9YhUiF1Ur2MOW4NIZKp1C7KIZCmCBejf/3unFNI2YNFQQrdsYJcYfE2U4FWyS66SaJYQOSZ+1LZUkYtofz06dwCOr9GAYK1vSwJn6fWJMIq1HUWA7I2IG+rc3Ff/y2qkJq/6YyyQ1TNL5ojAV0MRw+jfsccWoESNLCFXc3grpgChCjU0nZ0P4+hT+T5pFF5dd78or1M4XcWTBATgExwCDCqiBS1AHDUBBHzyAJ/DsCOfReXFe560ZZzGzD37AefsETiWN1g==</latexit>

e�

Primary 
vertex

<latexit sha1_base64="YTXCM/VZ9131UxO//5C5qQPfNOM=">AAACEXicbVDLSgMxFM34rPVVdekmWIQKUmakqMuiG5cV+oK2DJn0tg3NPEjuSOswv+DGX3HjQhG37tz5N6aPhVoPJPdwzr0k93iRFBpt+8taWl5ZXVvPbGQ3t7Z3dnN7+3UdxopDjYcyVE2PaZAigBoKlNCMFDDfk9DwhtcTv3EHSoswqOI4go7P+oHoCc7QSG6uUKCRm7QRRphU0/SUtgGZuaOBOKVdNxmN00m9P3FzebtoT0EXiTMneTJHxc19trshj30IkEumdcuxI+wkTKHgEtJsO9YQMT5kfWgZGjAfdCeZbpTSY6N0aS9U5gRIp+rPiYT5Wo99z3T6DAf6rzcR//NaMfYuO4kIohgh4LOHerGkGNJJPLQrFHCUY0MYV8L8lfIBU4yjCTFrQnD+rrxI6mdF57xYui3ly1fzODLkkByRAnHIBSmTG1IhNcLJA3kiL+TVerSerTfrfda6ZM1nDsgvWB/fiSycNQ==</latexit>

(pT, ⌘,�, dxy, dz)

PS

SS
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Trigger-driven tracker design
Large-radius sensors drive pT measurement (lever arm).

Outer layers: 2 stacked sensors with 5cm strips “SS”.
Inner layers: strips (2.4cm) + macro-pixel (1.5mm) “PS”.
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e�

Primary 
vertex

<latexit sha1_base64="YTXCM/VZ9131UxO//5C5qQPfNOM=">AAACEXicbVDLSgMxFM34rPVVdekmWIQKUmakqMuiG5cV+oK2DJn0tg3NPEjuSOswv+DGX3HjQhG37tz5N6aPhVoPJPdwzr0k93iRFBpt+8taWl5ZXVvPbGQ3t7Z3dnN7+3UdxopDjYcyVE2PaZAigBoKlNCMFDDfk9DwhtcTv3EHSoswqOI4go7P+oHoCc7QSG6uUKCRm7QRRphU0/SUtgGZuaOBOKVdNxmN00m9P3FzebtoT0EXiTMneTJHxc19trshj30IkEumdcuxI+wkTKHgEtJsO9YQMT5kfWgZGjAfdCeZbpTSY6N0aS9U5gRIp+rPiYT5Wo99z3T6DAf6rzcR//NaMfYuO4kIohgh4LOHerGkGNJJPLQrFHCUY0MYV8L8lfIBU4yjCTFrQnD+rrxI6mdF57xYui3ly1fzODLkkByRAnHIBSmTG1IhNcLJA3kiL+TVerSerTfrfda6ZM1nDsgvWB/fiSycNQ==</latexit>

(pT, ⌘,�, dxy, dz)

PS

SS

Double-layer strip modules provide local pT measurement.
→ Intrinsic mechanism to filter hits from low-pT tracks, 
allows high-pT (2 GeV) track-finding in the trigger system!
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Trigger-driven tracker design
Large-radius sensors drive pT measurement (lever arm).

Outer layers: 2 stacked sensors with 5cm strips “SS”.
Inner layers: strips (2.4cm) + macro-pixel (1.5mm) “PS”.
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(pT, ⌘,�, dxy, dz)

PS

SS

Double-layer strip modules provide local pT measurement.
→ Intrinsic mechanism to filter hits from low-pT tracks, 
allows high-pT (2 GeV) track-finding in the trigger system!

Challenges

11

- POWER
- Data Rates
- Radiation
- Amount of Material
- Getting signals in and out

The 36 AWG twisted pair e-link cables used to get signals out for HL-LHC 
detector at 1.28 Gbps are hard to build, have mass, and are hard to route!    

CMS Phase I Barrel pixel detector

Pixel sensors are more challenging
124M →1.9B channels
Minimize material (heat, cooling)
But, 12.8μs buffer!
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The case for tracks in the trigger

Using tracking @ L1

!21

20 Chapter 1. Introduction and overview

increased lepton pT threshold used in the analysis [1]. See Section 4.2 for more details.
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Figure 1.5: Left: Simulated distributions of transverse momentum of the electron and muon
produced in HH, single top-quark, and the semileptonic decays of tt. The vertical lines corre-
spond to the offline pT thresholds at which the single object trigger efficiency reaches 95% of
the efficiency plateau. The solid vertical lines correspond to the trigger thresholds provided by
the Phase-2 L1 trigger system (at 200 pileup) matching the thresholds currently deployed by
the L1 menu for Run-2. The dashed vertical lines correspond to the trigger thresholds required
to achieve the same rate using trigger algorithms that do not make use of L1 tracks. Right: The
expected exclusion limits at 95% CL on the FCNC t ! ug branching fraction as a function of
the offline leptons pT threshold.

1.4.1.2 Final states requiring double-photon trigger algorithms

• Higgs boson pair production (HH ! ggbb̄). As shown in [1], one of the most sensi-
tive decay channels to access di-Higgs production is HH ! ggbb̄, where the event
selection relies on a double-photon trigger with thresholds as low as those used in
Phase-1. Harvesting these rare events would contribute to obtaining evidence of the
HH process, which constitutes one of the main goals of the CMS Phase-2 physics
program.

• Higgs boson decay into photons (H! gg). This final state benefits from the com-
plete reconstruction of the Higgs boson kinematics and from the clean signature of
the diphoton invariant mass. Hence, this channel is particularly suited to perform
the measurement of the Higgs boson differential cross sections and in particular of
the Higgs boson pT spectrum, including the low pT regime. During Phase-1, this ma-
jor discovery channel relied on the double-photon trigger. The baseline strategy to
pursue this analysis remains similar to Phase-1 and therefore the trigger thresholds
applied should sustain a selection as inclusive as possible.

Figure 1.6 displays the inclusive pT spectrum of the sub-leading photon in single and dou-
ble Higgs boson final states. In the case of Higgs boson pair production, one of the Higgs
bosons decays into photons. The trigger threshold on the sub-leading leg of the double-photon
trigger allowed by the upgraded Phase-2 L1 trigger is compared to the one expected with-
out any tracking information used. The Phase-2 photon objects reconstruction exploits both

1.4. Physics reach of the Level-1 Phase-2 Trigger 23
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Figure 1.7: Left: Simulated distribution of transverse momentum of the lowest pT th candidate
in HH ! ttbb̄ ! thntthntbb̄ decays. The vertical lines correspond to the offline pT thresh-
olds at which the single object trigger efficiency reaches 50% (for t) of the efficiency plateau.
The solid vertical line corresponds to the trigger threshold provided by the Phase-2 L1 trigger
system (at 200 pileup) matching the thresholds currently deployed by the L1 menu for Run-2.
The dashed vertical line corresponds to the trigger threshold required to achieve the same rate
using trigger algorithms that do not make use of L1 tracks or particle-flow candidates. Right:
Expected loss in signal significance for the CMS Phase-2 HH ! bbbb analysis as a function
of the minimum jet pT threshold implemented by the multi-jet trigger algorithm used to se-
lect these events. The green and red lines indicate the thresholds that can be achieved by a jet
trigger algorithm with and without using L1 tracking and particle flow inputs, respectively.

algorithms used to target these final states are based either on a minimum threshold
on the event’s Emiss

T , or on a cross-object trigger algorithm that requires Emiss
T and

low pT muons. The typical offline requirements on Emiss
T are driven by the trigger

selection and, in Phase-1, were of 200 GeV for the pure Emiss
T trigger and of 125 GeV

for the cross-object one. The signal acceptance for these exotic signatures is signif-
icantly reduced, would the L1 Emiss

T thresholds not be maintained to these values.
For example, the relevant parameter space of the model proposed in Ref. [22] can be
explored with the Phase-2 dataset only if the thresholds of the cross-object trigger
are kept to their Phase-1 values.

• Higgs boson associated production (ZH ! nnbb). The SM H ! bb events are
mostly accessible through the associated production of the Higgs boson with a Z/W
boson. The leptonic decays of the Z and W bosons are exploited at trigger level to
achieve manageable rates given the large QCD background expected in this hadronic
decay mode of the Higgs. This channel significantly contributed to achieve the ob-
servation of the Higgs boson decay into a pair of b-quarks during LHC Run-2 [23].
The associated production with a Z boson decaying into a pair of neutrinos is a ma-
jor channel targeted at HL-LHC. The neutrinos produce significant Emiss

T that can be
used to select events at trigger level and drastically reduce the background contri-
bution.

Figure 1.8 shows the Emiss
T distribution for the final states mentioned above. The Phase-2 L1

Emiss
T reconstruction algorithm makes use of the tracking information, of the particle-flow re-

Example: Charged leptons 
 

Improve pT measurement & identification => significant rate reductions

CMS-TDR-021

Maintain low lepton thresholds More handles for 
hadronic backgrounds

hh→4b
Candidate

Coincident 
dijets
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Tracking in Hardware (I)

Algorithm overview
• Different algorithms have been explored at CMS for L1 track finding 

‣ Similar performance & demonstrated feasibility, detailed in Phase-2 Tracker TDR 

• Hybrid algorithm combines ideas from legacy algorithms 

‣ Road-search algorithm based on “tracklet" seeds 

‣ Kalman Filter used to identify best stub candidates & provide track parameters 

!31

Emulation ⇔ Firmware Comparisons (1)
• Goal:  Systematic large-scale comparison between firmware & emulation
‣ Previously single event comparisons 
‣ Now large-scale, sequential event processing,

updated algorithm implementation etc.
‣ (1) Compare emulation vs Vivado simulation
‣ (2) Compare emulation vs board output
‣ Study stub pairs, tracklets, fitted tracks

• Develop SW tools for large-scale comparisons
‣ Bitwise comparisons
‣ Translation of track parameters to real coordinates

• Process single muons (PU=0) as starting point
‣ One “DTC region” (1/4 barrel) & one “phi sector” (1/28)
‣ Work in progress!

18

Tracklet Method:  Project

• Project tracklets to other layers 
& disks to search for matching 
stubs
• Search windows derived from 

residuals between projected 
tracklets & stubs

• Both inside-out & outside-in

4

x

y
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x

y

Tracklet Based Track Finding

Form track seeds, tracklets, 
from pairs of stubs in 
neighboring layers

y

trackletstub pair

tracklet

fitted track

S. Kyriacou, B. Yates, 
J. Chaves, LS

TRACK FINDING ALGORITHMS �5�5

Thomas James

increased precision of track parameters

Layer (L) 1 L2 L3 L4 L5 L6 L7 L8

precise 
track 

parameters

coarse 
track 

parameters

3D KALMAN FILTER (KF)
▸ Commonly used iterative algorithm; series of 

measurements containing inaccuracies and noise -> 
estimates of unknown variables 

1. Initial estimate of track parameters (HT seed) & 
their uncertainties 

2. Stub used to update state  (weighted average) 
3. χ2 calculated, used to reject false candidates, 

incorrect stubs on genuine candidates 
4. Repeat until all stubs are added

seed 
creator

state 
control

FIFO 1
state updater

state 
accumulator

stubs in stub-state associator

FIFO 2 state filterFIFO 3 tracks 
out

Selects best 
state for each 
candidate (χ2)

Incoming stubs stored in 
BRAM for later retrieval

Multiplexes incoming 
seeds & partially worked 
states

Retrieves next stub 
(in increasing radii)

Updates matrices & 
state with weighted 
average of previous & 
new inputs

KF worker - simplified firmware diagram

state updater 
(HLS)

Latency ~1 μs
Tracklet seed & search Kalman Filter fitting 

+

Seeding & propagation 
• Seed by forming tracklets 
‣ Pairs of stubs in adjacent layers/disks 
‣ Initial tracklet parameters from stubs + beam spot  

constraint 
• Only combinations w. pT > 2 GeV kept 

• Project to other layers/disks & match with  
compatible stubs within pre-defined windows 
‣ Inside-out & outside-in (more than 1 match allowed) 
‣ Calculate residuals used in fit

!33
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20 Chapter 2. Overview of the Phase-2 Tracker Upgrade
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Figure 2.3: Sketch of one quarter of the tracker layout in r-z view. In the Inner Tracker the
green lines correspond to pixel modules made of two readout chips and the yellow lines to
pixel modules with four readout chips. In the Outer Tracker the blue and red lines represent
the two types of modules described in the text.

Figure 2.4: Average number of module layers traversed by particles, including both the Inner
Tracker (red) and the Outer Tracker (blue) modules, as well as the complete tracker (black). Par-
ticle trajectories are approximated by straight lines, using a flat distribution of primary vertices
within |z0| < 70 mm, and multiple scattering is not included.

The following section summarizes the main concepts and features of the upgraded tracking
system. One quarter of the Phase-2 tracker layout can be seen in Fig. 2.3. Figure 2.4 shows
the average number of active layers that are traversed by particles originating from the lumi-
nous region, for the complete tracker as well as for the Inner Tracker and the Outer Tracker
separately.

The number of layers has been optimised to ensure robust tracking, i.e. basically unaffected
performance when one detecting layer is lost in some parts of the rapidity acceptance. The six
layers of the Outer Tracker are the minimum required to ensure robust track finding at the L1
trigger in the rapidity acceptance of |h| < 2.4, as discussed in more details in Section 3.1.

Central η:  
L1+L2, L3+L4, L5+L6 
Barrel-disk overlap:  
L1+D1, L2+D1, L1+L2 
Disks: 
D1+D2, D3+D4

Beam spot + 2 layers form a proto-track.
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Algorithm overview
• Different algorithms have been explored at CMS for L1 track finding 

‣ Similar performance & demonstrated feasibility, detailed in Phase-2 Tracker TDR 

• Hybrid algorithm combines ideas from legacy algorithms 

‣ Road-search algorithm based on “tracklet" seeds 

‣ Kalman Filter used to identify best stub candidates & provide track parameters 
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Emulation ⇔ Firmware Comparisons (1)
• Goal:  Systematic large-scale comparison between firmware & emulation
‣ Previously single event comparisons 
‣ Now large-scale, sequential event processing,

updated algorithm implementation etc.
‣ (1) Compare emulation vs Vivado simulation
‣ (2) Compare emulation vs board output
‣ Study stub pairs, tracklets, fitted tracks

• Develop SW tools for large-scale comparisons
‣ Bitwise comparisons
‣ Translation of track parameters to real coordinates

• Process single muons (PU=0) as starting point
‣ One “DTC region” (1/4 barrel) & one “phi sector” (1/28)
‣ Work in progress!
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20 Chapter 2. Overview of the Phase-2 Tracker Upgrade

z [mm]0 500 1000 1500 2000 2500
0

200

400

600

800

1000

1200

r [
m

m
] 0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4

4.0
�

1.6

1.8

2.0
2.2
2.4
2.6
2.83.0

Figure 2.3: Sketch of one quarter of the tracker layout in r-z view. In the Inner Tracker the
green lines correspond to pixel modules made of two readout chips and the yellow lines to
pixel modules with four readout chips. In the Outer Tracker the blue and red lines represent
the two types of modules described in the text.

Figure 2.4: Average number of module layers traversed by particles, including both the Inner
Tracker (red) and the Outer Tracker (blue) modules, as well as the complete tracker (black). Par-
ticle trajectories are approximated by straight lines, using a flat distribution of primary vertices
within |z0| < 70 mm, and multiple scattering is not included.

The following section summarizes the main concepts and features of the upgraded tracking
system. One quarter of the Phase-2 tracker layout can be seen in Fig. 2.3. Figure 2.4 shows
the average number of active layers that are traversed by particles originating from the lumi-
nous region, for the complete tracker as well as for the Inner Tracker and the Outer Tracker
separately.

The number of layers has been optimised to ensure robust tracking, i.e. basically unaffected
performance when one detecting layer is lost in some parts of the rapidity acceptance. The six
layers of the Outer Tracker are the minimum required to ensure robust track finding at the L1
trigger in the rapidity acceptance of |h| < 2.4, as discussed in more details in Section 3.1.
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L1+L2, L3+L4, L5+L6 
Barrel-disk overlap:  
L1+D1, L2+D1, L1+L2 
Disks: 
D1+D2, D3+D4

Beam spot + 2 layers form a proto-track.
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104 Chapter 3. Trigger algorithms
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Figure 3.38: Single muon trigger efficiency for the standalone EMTF++ (blue), and the track
finder to EMTF++ correlator (red) algorithms. Top row: as a function of pT, for L1 pT > 20 GeV
and > 5 GeV. Bottom row: as a function h for pT > 20 GeV and 5 < pT < 20 GeV.

algorithm. Again, the turn on of the matching algorithm is very sharp, with a small increase in
efficiency.

Figure 3.41 shows the trigger rate in the barrel region as a function of L1 pT for PU 200 events,
comparing the BMTF, KBMTF, and the track matching algorithm which, as expected, reduces
the rate very significantly, by about a factor of 4. Also shown in the figure is the dependence
on pileup for the KBMTF and the track+muon matching algorithm for L1 pT > 20 GeV. Up to
average pileup of 300, reasonable rates of 10–15 kHz are achieved.

Figure 3.42 shows the trigger efficiencies in the overlap region as a function of generated muon
pT and h, comparing the L1 tracker track plus OMTF correlator performance to the OMTF
algorithm. The efficiencies are shown as a function of pT and h. Also in this region, the turn on
of the matching algorithm is very sharp, with a small increase in efficiency.

Figure 3.43 shows the trigger rate in the overlap region, as a function of L1 pT for PU 200
events, comparing the OMTF, and the track matching algorithm (TkMu) which, as expected,
reduces the rate very significantly by about a factor of 5. The figure also shows the pileup

3.3. Triggering on muons 105
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Figure 3.39: Endcap correlation performance. Left: Trigger rates as a function of L1 pT thresh-
old compared to the standalone EMTF++ algorithm. Middle: Fractions originating from true
muons and from tracker track matches that are not true muons. Right: Comparison with the
EMTF++ algorithm of trigger rate dependence on pileup, for a pT threshold of 20 GeV.

dependence for values up to 300, for the OMTF and the track+muon matching algorithm, for
a L1 pT threshold of 20 GeV. It can be seen that reasonable rates, of 6–16 kHz, are achieved by
these algorithms.

2. L1 tracker tracks and muon-stub correlations

Given the diversity and complexity of the muon detectors, there are many ways to select indi-
vidual stubs, and their attributes, to match to L1 tracker tracks and form the TkMuStub trigger
objects. Different matching techniques and stub selection criteria have been studied in each
of the different detector regions, all demonstrating very good performance. Ultimately, the
detector’s performance and occupancy under real data-taking conditions will indicate how to
best adjust and utilize these algorithms in the different detector regions. Building flexibility
into these algorithms, as done here, will also help adapt to changing conditions as the run
progresses.

2.1 The TPS algorithm in the barrel region

The track plus stubs (TPS) algorithm in the barrel region matches L1 tracker tracks with muon
stubs in the |h| < 0.83 region. The TPS algorithm operates in four steps: track propagation,
track-stub association, overlap cleaning, and pT sorting. The track propagation is approxi-
mately linear with respect to the signed curvature k = q/pT of the track, for the position angle
ft,j(k) = f + ct,jk and the bending angle fb,j(k) = cb,jk, where q = ±1 is the charge of the parti-
cle and f is the azimuth angle of the track at the interaction point. The propagation coefficient
cj for station j is determined from the mean values of Gaussian fits of Df = ft � f histograms
made as functions of k. Energy loss from ionization in the material budget is included by using
the corrected curvature k0 = k/(1 � ek) ⇡ k + ek2 for the small and nearly constant energy loss
e. Figure 3.44 (left) shows the derivation of cj for the barrel wheel-0.

The Gaussian fits also provide the resolution sj =
q

ajk2 + b j, which is approximated by
sj = a0

j|k| + b0

j to simplify the firmware implementation. The aj (or a0

j) term describes the
contribution from multiple scattering and the b j (or b0

j) term describes the contribution from
the chamber resolution. Figure 3.44 (right) shows the resolution for RPC and DT chambers
within the same wheel and station. The track-stub association is performed by matching the
track and stub angles within their respective resolutions. This is achieved using the pull dis-
tribution Pj = [ft(b),j(stub) � ft(b),j(prop)]/sj, by cutting on |Pj(ft)| < aj and |Pj(fb)| < bj,

Challenging, but large 
potential improvements 
in rate & efficiency!

Muon triggers
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Figure 13: Jet energy resolution as a function of pRef
T in the barrel (left) and in the endcap

(right) regions. The lines, added to guide the eye, correspond to fitted functions with ad hoc
parametrizations.
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Figure 14: Absolute difference in jet energy response between quark and gluon jets as a function
of pRef

T for Calo jets (left) and PF jets (right).

5.3 Electrons 35

The performance improvement brought by PF reconstruction is quantified with a sample of tt1069

events by comparing ~pmiss
T,PF and ~pmiss

T,Calo to the reference ~pmiss
T,Ref, calculated with all stable parti-1070

cles from the event generator, excluding neutrinos. The pmiss
T resolution must be studied for1071

events in which the pmiss
T response has been calibrated to unity. The pmiss

T,Ref is therefore required1072

to be larger than 70 GeV, a value above which the jet-energy corrections are found to be suffi-1073

cient to adequately calibrate the PF and Calo pmiss
T response. Figure 15 shows the relative pmiss

T1074

resolution and the ~pmiss
T angular resolution, obtained with a Gaussian fit in each bin of ~pmiss

T,Ref.1075
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Figure 15: Relative pmiss
T resolution and resolution on the ~pmiss

T direction as a function of pmiss
T,Ref

for a simulated tt sample.

5.3 Electrons1076

The electron seeding and the subsequent reconstruction steps are described in Sections 3.21077

and 4.3. In the reconstruction, electron candidates are only required to satisfy loose identifica-1078

tion criteria so as to ensure high identification efficiency for genuine electrons, with the poten-1079

tial drawback of a large misidentification probability for charged hadrons interacting mostly in1080

the ECAL. In this section, as is typically done in physics analyses, the electron identification is1081

tightened with a threshold on the classifier score of a BDT trained for electrons selected without1082

any trigger requirement [33].1083

The gain brought by the use of the tracker-based seeding in addition to the ECAL-based seed-1084

ing is quantified in Fig. 16, for electrons in jets and for isolated electrons produced in the decay1085

of heavy resonances. The left plot shows the reconstruction and identification efficiency for1086

electrons in jets as a function of the hadron misidentification probability. Electrons and hadrons1087

are selected from the same simulated sample of multijet events, with pT > 2 GeV and |h| < 2.4.1088

Electrons are additionally required to come from the decay of b hadrons. The electron efficiency1089

is significantly improved, paving the way for b quark jet identification algorithms based on the1090

presence of electrons in jets.1091

The absolute gain in efficiency for isolated electrons is quantified in the right plot for electrons1092

from Z boson decays in a simulated Drell–Yan sample, and for two different working points.1093

The first working point, used in the search for H ! ZZ ! 4 e [48, 49], provides very high elec-1094

tron efficiency in order to maximize the selection efficiency for events with four electrons. At1095

this working point, the addition of the tracker-based seeding adds almost 20% to the identifi-1096

improved jet pT resolution improved missing pT resolution

Particle flow impact
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σE for soft jets 
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Figure 2: Data-to-simulation comparison for three different variables of the PUPPI algorithm.
The markers show a subset of the data taken in 2016 while the solid lines are QCD multijet
simulation. The lower panel of each plot shows the ratio of data to simulation. Only statistical
errors are displayed. Each distribution is normalized to one. The upper plot shows the a distri-
bution for charged particles associated to the LV (red triangles), charged particles associated to
PU vertices (blue circles) and neutral particles (black crosses) in the central region of the detec-
tor (0 < |h| < 2.5). The lower left plot shows the signed c2 = (a � āPU)|a � āPU|/RMS2

PU for
charged particles associated to PU vertices. The lower right plot shows the PUPPI weight dis-
tribution for neutral particles. This distribution is normalized to unity only taking into account
particles with weight greater than 0.01, i.e., those that are not rejected by the PUPPI algorithm.
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Figure 1: The distribution of ↵i, over many events, for particles i from the leading vertex

(gray filled) and particles from pileup (blue) in a dijet sample. For ↵F
i (left) we sum over all

particles as defined in Eqs. (2.1) or (2.4), for ↵C
i (right) we sum over charged particles from

the leading vertex as defined in Eq. (2.3). Both distributions consider only particles with a

pT > 1 GeV. Dotted and solid lines refer to neutral and charged particles respectively.

charged particles from the leading vertex as a proxy for all particles from the leading vertex.

To be explicit, in the central region the sum in Eq. (2.1) can be decomposed as

X

j

=
X

j2Ch,PU

+
X

j2Ch,LV

+
X

j2Neutral

, (2.2)

where Ch,PU refers to charged pileup, Ch,LV refers to charged particles from the leading

vertex, and Neutral refers to all neutral particles both from pileup and the leading vertex.

This leads to defining two versions of ↵ for when tracking information is and is not available.

↵C
i = log

X

j2Ch,LV

⇠ij ⇥(Rmin  �Rij  R0), (2.3)

↵F
i = log

X

j2event
⇠ij ⇥(Rmin  �Rij  R0). (2.4)

Notice that ↵F
i ⌘ ↵i in Eq. (2.1). Here it is renamed to stress the fact that we use this version

of ↵i in the forward region of the detector, as opposed to ↵C
i which is used in the central

region. E↵ectively, when tracking information is not available, we assume all particles in the

sum are from the leading vertex. While there are noise contributions from pileup, these are

suppressed relative to contributions from leading vertex particles by the pTj in the numerator.

Thus the algorithm can still assign weights in regions where there is no tracking.

Fig. 1 (right) shows the distributions of ↵C . When there are no particles from the leading

vertex around particle i to sum over, formally ↵i ! �1. In these cases the particle is assumed

– 5 –

Pileup

Leading 
Vertex

PUPPI algo
1407.6013

https://arxiv.org/abs/1407.6013
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Programming an FPGA
“Firmware” specifies how the logic gates should be configured.

Custom language (vhdl/verilog) for concurrent signals.
Abstract logic → components → “place and route”

Since recently, can program in C with high level synthesis (HLS), 
significantly reducing barriers of time and expertise.
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Aside: Machine learning on FPGAs
Machine Learning methods can unlock state-of-the-art performance.

From particle identification to full event selection

Shower shape

A Deep Neutral Network 
for Electron ID

Kinematics

And so on…

Track quality
Output: "Is Electron?"

Matrix 
multiplication

Non-linearity, e.g.
σ(xi)=max(xi,0)

yi = �(wijxi + bi)� wij bi

Inputs:

Core of each NN "layer":
an N→M matrix multiplication
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hls4ml, for global event interpretation
After reconstructing all ~100 particles, how can we optimally use them?

ML algorithms (like neural networks) offer one solution
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Figure 7.14: Resolutions of uk (left) and u? (right) vs. qT of di↵erent p
miss

T
estima-

tors in data, after the Z ! µµ selections. The resolutions are corrected with the
responses taken from Figure 7.12.
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Figure 7.15: Resolutions of uk (left) and u? (right) vs. number of reconstructed PVs
of di↵erent p

miss

T
estimators in data, after the Z ! µµ selections. The resolutions

are corrected with the responses taken from Figure 7.12.

99

REMINDER: OFFLINE DEEPMET (III)

▸ Improvement in resolution measured in 
Z(μμ) data after correcting for response 
differences 
 
 
 
 
 
 

▸ Can we bring these improvements  
to the Level-1 trigger? 
▸ What changes to the model/inputs 

are required?

mation:

~qT + ~uT = 0 , (7.4)

in the transverse plane. As illustrated in Figure 7.1, ~uT can be decomposed into two

components: uk and u?, parallel and perpendicular to the boson axis, respectively.

A good p
miss

T
(uT) estimator should have:

• the response close to unity, �huki/hqTi = 1;

• the resolution of uk and u?, denoted by �(uk) and �(u?), as small as possible.

Figure 7.1: Illustration of parametrization of the Z boson (top) and photon (bottom)
event kinematics in the transverse plane. Such events have little or no genuine
p
miss

T
[86].

In the following sections, unless otherwise stated, the resolution of uk (u?) is

defined as:

� =
1

2
(q84 � q16) , (7.5)

where q84 and q16 are the 84% and 16% quantiles of the uk (u?), respectively. This

metric is more robust to outliers than the RMS.
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Offline model customized for trigger application (e.g. model size, precision).
Challenge: repeating calculation for all 100 particles / event!

Performance 
measured in 2016 
Z(μμ) data.

for profiled PUPPI weights as comparison. The PF candidates from the LV tend

to have higher pT, while the PF candidates from pileup always have low pT. This

could explain why the DNN weights increase as pT goes higher. At very high pT, the

weights for di↵erent types of PF candidates saturate around 1.0. In the weights vs.

|⌘| distribution, the weights for charged hadrons and HF candidates tend to have

little dependence on |⌘|, while for PF photons, the weights peak around the gap

between ECAL barrel and ECAL endcap (|⌘| ⇠ 1.45). This might be because the

reconstruction e�ciency for photons is low in that region, and the DNN weights

have to increase to compensate for the reconstruction ine�ciency.
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Figure 7.20: Profiled DNN weights vs. pT (left) and |⌘| (right) for di↵erent PF
candidates

7.6 DeepMET Calibrations and Uncertainties

The DeepMET calibrations, with the aim to achieve a better data-MC agree-

ment, are discussed in this section. The uncertainties on DeepMET derived from

105
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Categories of trigger path occupying the largest rate for Run 2 CMS.

Many new ideas will be 
added for HL-LHC
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Level-1 trigger rates
Menus with different energy thresholds target different inst. luminosity.

Ideally the rate of accepted events scales linearly with pileup.
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Software Triggers
Aim for reconstruction as close as possible to offline

Lower thresholds and reduces systematic biases for analysis

⊗ =
Trigger > Cut?

Resolution
(Trigger-Offline) Efficiency vs. offline
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SW trigger tracking at ATLAS
At ATLAS/CMS today, software trigger relies heavily on tracking.

Offline tracking is computationally expensive, how to reduce?

ATLAS breaks task into “speed” and “precision” stages, within ROIs.



C. HerwigJul 23, 2024 91

SW trigger tracking at ATLAS
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HLT accurately measures impact parameters, allows online b-tagging

At ATLAS/CMS today, software trigger relies heavily on tracking.
Offline tracking is computationally expensive, how to reduce?
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SW trigger tracking at CMS

In Run 2, a multi-stage approach was used.
Find “easy” tracks first, remove hits, and 
loosen validity window for the next stage.
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Figure 4: Tracking efficiency measured with respect to MC generated information as a function
of simulated track pT (upper left), number of pileup vertices (upper right), h (lower left), and
f (lower right). The contributions to the total efficiency from the different tracking iterations
are shown in the different colors. The initial three iterations are shown in shades of blue while
the contribution of the doublet recovery iteration is shown in violet. The simulation includes
a map of inactive modules representing the status of the real detector as of June 2018. The
performance that would be achieved with no inactive pixel modules and no doublet recovery
iteration (design pixel detector) is shown as a red line. Details of the observed features are
discussed in the text.
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Figure 20: Performance of the online (red and blue) and offline (black) b-jet identification ef-
ficiency demonstrating the probability for a light-flavor jet to be misidentified as a b jet as a
function of the efficiency to correctly identify a b jet. The performance of the CSVv2 (dashed)
and DeepCSV (solid) algorithms are shown. The curves are obtained for online and offline jets
with pT > 30 GeV and |h| < 2.4 in simulated tt events. The plot is obtained using the 2017
detector conditions.

4.7.2 Performance measurement in data and simulation608

The performance in data is evaluated using data collected in 2017 and 2018 during the LHC609

Run-2, corresponding to about 30 and 48 fb�1 of recorded pp collision data, respectively, pro-610

duced with a center-of-mass energy of 13 TeV. The performance is assessed on events consistent611

with the tt process. Events are selected at the HLT using a combination of trigger paths that612

require the presence of at least one muon and one electron. For the offline analysis, events613

are selected that contain one isolated electron with pT > 30 GeV and one isolated muon with614

pT > 20 GeV. In addition, at least two jets with pT > 30 GeV are required. This event selec-615

tion is enriched with tt events and ensures an unbiased selection of b jets with only a small616

contribution of tW events.617

The flavor of offline reconstructed jets is identified using the so-called “ghost-matching” tech-618

nique [25]. In this method, only the directional information of the four-momentum of the619

generator-level (ghost) hadron is used to prevent any modification to the four-momentum of620

the reconstructed jet. Jets containing at least one b hadron are assigned b jets. Similarly, labels621

are defined for jets originating from c hadrons, gluons g, or light-flavor (u, d, s) quarks. Pref-622

erence is given to jets with b hadrons over c hadrons. Online jets are matched to offline jets if623

their direction agrees within a cone of DR < 0.4, and their flavor is assigned using the offline624

jet.625

Efficiencies are measured by selecting events that contain at least one offline reconstructed jet626

passing a working point, which corresponds to a light-flavor mistag rate of 1%. Figure 21627

shows the online PF-jet DeepCSV and CSVv2 discriminator score, respectively. The left (right)628

plot was obtained using 2017 (2018) data. As described earlier, the output scores range from629

• Tracking in the HLT is performed iteratively, 
starting with tight requirements for the track 
seeds, which become looser for each subsequent 
iteration. 

• Hits in the tracking detectors already used in a track are 
removed at beginning of the next iteration. 

• HLT consists of three iterations. 
– The first two require the maximum of four consecutive hits in 

the pixel detector to seed the tracking.
– The third iteration relaxes the requirement on the number of 

hits in the track seeds to three and is restricted to the vicinity 
of jet candidates identified from calorimeter information and 
the tracks reconstructed in the two previous iterations.
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In Run 2, a multi-stage approach was used.
Find “easy” tracks first, remove hits, and 
loosen validity window for the next stage.
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Figure 4: Tracking efficiency measured with respect to MC generated information as a function
of simulated track pT (upper left), number of pileup vertices (upper right), h (lower left), and
f (lower right). The contributions to the total efficiency from the different tracking iterations
are shown in the different colors. The initial three iterations are shown in shades of blue while
the contribution of the doublet recovery iteration is shown in violet. The simulation includes
a map of inactive modules representing the status of the real detector as of June 2018. The
performance that would be achieved with no inactive pixel modules and no doublet recovery
iteration (design pixel detector) is shown as a red line. Details of the observed features are
discussed in the text.
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Figure 20: Performance of the online (red and blue) and offline (black) b-jet identification ef-
ficiency demonstrating the probability for a light-flavor jet to be misidentified as a b jet as a
function of the efficiency to correctly identify a b jet. The performance of the CSVv2 (dashed)
and DeepCSV (solid) algorithms are shown. The curves are obtained for online and offline jets
with pT > 30 GeV and |h| < 2.4 in simulated tt events. The plot is obtained using the 2017
detector conditions.

4.7.2 Performance measurement in data and simulation608

The performance in data is evaluated using data collected in 2017 and 2018 during the LHC609

Run-2, corresponding to about 30 and 48 fb�1 of recorded pp collision data, respectively, pro-610

duced with a center-of-mass energy of 13 TeV. The performance is assessed on events consistent611

with the tt process. Events are selected at the HLT using a combination of trigger paths that612

require the presence of at least one muon and one electron. For the offline analysis, events613

are selected that contain one isolated electron with pT > 30 GeV and one isolated muon with614

pT > 20 GeV. In addition, at least two jets with pT > 30 GeV are required. This event selec-615

tion is enriched with tt events and ensures an unbiased selection of b jets with only a small616

contribution of tW events.617

The flavor of offline reconstructed jets is identified using the so-called “ghost-matching” tech-618

nique [25]. In this method, only the directional information of the four-momentum of the619

generator-level (ghost) hadron is used to prevent any modification to the four-momentum of620

the reconstructed jet. Jets containing at least one b hadron are assigned b jets. Similarly, labels621

are defined for jets originating from c hadrons, gluons g, or light-flavor (u, d, s) quarks. Pref-622

erence is given to jets with b hadrons over c hadrons. Online jets are matched to offline jets if623

their direction agrees within a cone of DR < 0.4, and their flavor is assigned using the offline624

jet.625

Efficiencies are measured by selecting events that contain at least one offline reconstructed jet626

passing a working point, which corresponds to a light-flavor mistag rate of 1%. Figure 21627

shows the online PF-jet DeepCSV and CSVv2 discriminator score, respectively. The left (right)628

plot was obtained using 2017 (2018) data. As described earlier, the output scores range from629

• Tracking in the HLT is performed iteratively, 
starting with tight requirements for the track 
seeds, which become looser for each subsequent 
iteration. 

• Hits in the tracking detectors already used in a track are 
removed at beginning of the next iteration. 

• HLT consists of three iterations. 
– The first two require the maximum of four consecutive hits in 

the pixel detector to seed the tracking.
– The third iteration relaxes the requirement on the number of 

hits in the track seeds to three and is restricted to the vicinity 
of jet candidates identified from calorimeter information and 
the tracks reconstructed in the two previous iterations.
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SW trigger tracking at CMS

For Run 3, much of the task is offloaded to GPUs.
Hit unpacking, clustering, and “pixel track” formation

Pixel tracks (3+ hits) seed a single-stage approach.
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Figure 4. Windows opened in the transverse and longitudinal planes. The outer hit is colored in
red, the inner hits in blue [12].

around the beam-spot are called prompt tracks. Searching for detached tracks with a

larger value of Rmax leads to an increase in combinatorics. These “alignment criteria”

are illustrated in Fig. 4.

• nhits: requiring a high number of hits in the n-tuplets leads to a more pure set of tracks

and cuts can be loosened, while a lower number of hits produces higher e�ciency at

the cost of a higher fake-rate.

Hits within each layers are arranged in a tiled data-structure along the azimuthal (�)

direction for optimal performance. The search for compatible hit pairs is performed in

parallel by di↵erent threads, each starting from a di↵erent outer hit. The pairs of inner and

outer hits that satisfy the alignment criteria and have compatible clusters sizes along the

z-direction form a doublet. The cuts applied during the doublets building are described in

Table 1, and their impact on the physics results and reconstruction time are provided in

Tables 2 and 3.

The doublets that share a common hit are tested for compatibility to form a triplet.

The compatibility requires that the three hits are aligned in the R� Z plane, and that the

circumference passing through them intersects the beamspot compatibility region defined

by Rmax. All doublets from all layer pairs are tested in parallel.

All compatible doublets form a direct acyclic graph. All the doublets whose inner

hit lies on BPix1 are marked as root doublets. To reconstruct ”outer” triplets, doublets

starting on BPix2 or the two FPix1 layers and without inner neighbors are also marked

as root. Each root doublet is subsequently assigned to a di↵erent thread that performs a

Depth-First Search (DFS) over the direct acyclic graph starting from it. A DFS is used

because one could prefer searching for all the n-tuplets up to n hits. The advantage of

this approach is that the buckets containing triplets and quadruplets are disjoint sets as a

triplet could not have been extended further to become a quadruplet [12].

3.3 Fishbone n-tuplets

Full hit coverage in the instrumented pseudorapidity range is implemented in modern Pixel

Detectors via partially overlapping sensitive layers. This, at the same time, mitigates the

impact of possible localized hit ine�ciencies. With this design, though, requiring at most

one hit per layer can lead to several n-tuplets corresponding to the same particle. This is

– 6 –

3x lower 
rate

εB=1.2% new algo

εB=3% same algo
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For Run 3, much of the task is offloaded to GPUs.
Hit unpacking, clustering, and “pixel track” formation

Pixel tracks (3+ hits) seed a single-stage approach.

Figure 4. Windows opened in the transverse and longitudinal planes. The outer hit is colored in
red, the inner hits in blue [12].

around the beam-spot are called prompt tracks. Searching for detached tracks with a

larger value of Rmax leads to an increase in combinatorics. These “alignment criteria”

are illustrated in Fig. 4.

• nhits: requiring a high number of hits in the n-tuplets leads to a more pure set of tracks

and cuts can be loosened, while a lower number of hits produces higher e�ciency at

the cost of a higher fake-rate.

Hits within each layers are arranged in a tiled data-structure along the azimuthal (�)

direction for optimal performance. The search for compatible hit pairs is performed in

parallel by di↵erent threads, each starting from a di↵erent outer hit. The pairs of inner and

outer hits that satisfy the alignment criteria and have compatible clusters sizes along the

z-direction form a doublet. The cuts applied during the doublets building are described in

Table 1, and their impact on the physics results and reconstruction time are provided in

Tables 2 and 3.

The doublets that share a common hit are tested for compatibility to form a triplet.

The compatibility requires that the three hits are aligned in the R� Z plane, and that the

circumference passing through them intersects the beamspot compatibility region defined

by Rmax. All doublets from all layer pairs are tested in parallel.

All compatible doublets form a direct acyclic graph. All the doublets whose inner

hit lies on BPix1 are marked as root doublets. To reconstruct ”outer” triplets, doublets

starting on BPix2 or the two FPix1 layers and without inner neighbors are also marked

as root. Each root doublet is subsequently assigned to a di↵erent thread that performs a

Depth-First Search (DFS) over the direct acyclic graph starting from it. A DFS is used

because one could prefer searching for all the n-tuplets up to n hits. The advantage of

this approach is that the buckets containing triplets and quadruplets are disjoint sets as a

triplet could not have been extended further to become a quadruplet [12].

3.3 Fishbone n-tuplets

Full hit coverage in the instrumented pseudorapidity range is implemented in modern Pixel

Detectors via partially overlapping sensitive layers. This, at the same time, mitigates the

impact of possible localized hit ine�ciencies. With this design, though, requiring at most

one hit per layer can lead to several n-tuplets corresponding to the same particle. This is

– 6 –

CPU only CPU+GPU only



C. HerwigJul 23, 2024 95

High-Level Trigger Menu
Example from CMS Run 2

3. Online data selection 5

Table 2: A representative set of HLT paths based on the basic HLT physics objects used during
data taking in 2018, the associated thresholds at Level-1 and HLT, and the corresponding HLT
output rates. The total menu rate at a luminosity of 1.8 ⇥ 1034 cm�2 s�1 is 1.6 kHz.

HLT path L1 thresholds [GeV] HLT thresholds [GeV] Rate [Hz]
Single muon 22 50 49
Single muon (isolated) 22 24 230
Double muons – 37, 27 16
Double muons (isolated) – 17, 8 32
Single electron (isolated) 30 32 180
Double electrons 25, 12 25, 25 16
Double electrons (isolated) 25, 12 23, 12 32
Single photon 30 200 16
Single photon (isolated), 30 110 16

barrel only
Double photons 25, 12 30, 18 32
Single tau 120 180 16
Double taus 32 35, 35 49
Single jet 180 500 16
Single jet with substructure 180 400 32
Multijets with b-tagging HT > 320 HT > 330 16

jets > 70, 55, 40, 40 jets > 75, 60, 45, 40
Total transverse momentum 360 1 050 16
Missing transverse momentum 100 120 49

dimuon states, and thus uses more selective requirements (e.g. invariant mass) on its HLT paths166

than for the rest of menu to keep trigger rates manageable. Since the overall list of these more167

specialized trigger paths numbers in the hundreds, their performances are not described here.168

However, the description and performance of the algorithms used for most of the individual169

objects forming these paths are discussed in this article.170

3.4 Rates and processing time171

The distribution of the CPU time spent in processing the HLT menu by reconstruction category172

and by instances of C++ classes within those categories is shown in Fig. 1. Overall, there are173

O(1200) instances stemming from O(200) algorithms that are run. The HLT configuration is174

based on the one used in 2018, with only minimal updates to the local reconstruction to reflect175

the ongoing developments foreseen for LHC Run-3. The timing is measured for an average176

pileup of 50 during a 2018 data-taking period on a full HLT node (2x Intel Skylake Gold 6130)177

with hyper-threading enabled, running 16 jobs in parallel with 4 threads each. The average178

processing time per event is 451 ms; scaling this performance to the full Event Filter Farm179

capacity means that it would be able to process an event input rate of approximately 130 kHz,180

above the aforementioned L1 rate target of 100 kHz.181

Figure 2 illustrates the HLT rates selected by each CMS physics group for the HLT menu de-182

ployed in September 2018, aimed at selecting data for prompt reconstruction. The rates were183

determined by running the HLT menu on a commissioning data set, where a fraction of events184

passed the L1 trigger without any additional HLT requirements. The average recorded instan-185

taneous luminosity for the input data was 1.7 ⇥ 1034 cm�2 s�1, but all rates are normalized to186

1.8 ⇥ 1034 cm�2 s�1. An event is attributed to a given physics group if the latter requires (i.e.,187

owns) at least one of the HLT paths that triggered the event. For each physics group, three188
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The LHCb Trigger System
In Run 3, LHCb is collecting events 
with 5x higher collision density.
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Figure 1: Left: relative trigger yields as a function of instantaneous luminosity, normalised
to L = 2 ⇥ 1032 cm�2 s�1. Right: rate of decays reconstructed in the LHCb acceptance as a
function of the cut in pT of the decaying particle, for decay time ⌧ > 0.2 ps.

instantaneous luminosity L = 2⇥ 1033 cm�2 s�1 and to collect events at the LHC crossing
rate of 40MHz. The events are discriminated by an all-software trigger reconstructing
in real time all events at the visible interaction rate of ⇠ 30MHz. By increasing the
instantaneous luminosity by a factor of five and improving the trigger e�ciency for most
modes by a factor of two [9], the annual yields in most channels will be an order of
magnitude larger than for the previous LHCb experiment. A total integrated luminosity
(including Run 1 and runtwo) of around 50 fb�1 is expected by the end of Run 4 of the
LHC.

The new trigger strategy, the higher luminosity and correspondingly higher pile-up
required a complete renewal of the LHCb detectors and readout electronics that are now
able to read events at the 40MHz LHC bunch crossing rate and cope with the larger event
multiplicity thanks to a higher granularity. A full revision of the experiment’s software
and of the data processing and computing strategy was also necessary to deal with the
expected large increase in data volume.

This paper describes the design and construction of the upgraded LHCb experiment
providing details on all the new subdetectors, on the trigger and online systems and on
the software and data processing frameworks.

2 The LHCb detector

2.1 Detector layout

LHCb is a single-arm forward spectrometer covering the pseudorapidity range 2 < ⌘ < 5,
located at interaction point number 8 on the LHC ring. Figure 2 shows the layout of the
upgraded detector. The coordinate system used throughout this paper has the origin at
the nominal pp interaction point, the z axis along the beam pointing towards the muon
system, the y axis pointing vertically upward and the x axis defining a right-handed
system. Most of the subdetector elements (with the notable exception of vertex and
Cherenkov detectors) are split into two mechanically independent halves (the access side
or Side A at x > 0 and the cryogenic side or Side C at x < 0), which can be opened for

2
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Figure 1: Left: relative trigger yields as a function of instantaneous luminosity, normalised
to L = 2 ⇥ 1032 cm�2 s�1. Right: rate of decays reconstructed in the LHCb acceptance as a
function of the cut in pT of the decaying particle, for decay time ⌧ > 0.2 ps.

instantaneous luminosity L = 2⇥ 1033 cm�2 s�1 and to collect events at the LHC crossing
rate of 40MHz. The events are discriminated by an all-software trigger reconstructing
in real time all events at the visible interaction rate of ⇠ 30MHz. By increasing the
instantaneous luminosity by a factor of five and improving the trigger e�ciency for most
modes by a factor of two [9], the annual yields in most channels will be an order of
magnitude larger than for the previous LHCb experiment. A total integrated luminosity
(including Run 1 and runtwo) of around 50 fb�1 is expected by the end of Run 4 of the
LHC.

The new trigger strategy, the higher luminosity and correspondingly higher pile-up
required a complete renewal of the LHCb detectors and readout electronics that are now
able to read events at the 40MHz LHC bunch crossing rate and cope with the larger event
multiplicity thanks to a higher granularity. A full revision of the experiment’s software
and of the data processing and computing strategy was also necessary to deal with the
expected large increase in data volume.

This paper describes the design and construction of the upgraded LHCb experiment
providing details on all the new subdetectors, on the trigger and online systems and on
the software and data processing frameworks.

2 The LHCb detector

2.1 Detector layout

LHCb is a single-arm forward spectrometer covering the pseudorapidity range 2 < ⌘ < 5,
located at interaction point number 8 on the LHC ring. Figure 2 shows the layout of the
upgraded detector. The coordinate system used throughout this paper has the origin at
the nominal pp interaction point, the z axis along the beam pointing towards the muon
system, the y axis pointing vertically upward and the x axis defining a right-handed
system. Most of the subdetector elements (with the notable exception of vertex and
Cherenkov detectors) are split into two mechanically independent halves (the access side
or Side A at x > 0 and the cryogenic side or Side C at x < 0), which can be opened for
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For Run 3, transitioned to completely software-based trigger.
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For Run 3, transitioned to completely software-based trigger.

Lukas Calefice | XX.10.2023 | Machine learning in LHCbLukas Calefice | 19.07.2024 | Running the LHCb trigger system at 30MHz

Does it work?: Trigger efficiencies at HLT1

11

• Significant improvements in 
trigger efficiencies at HLT1 
level 

• Huge gain at low-  
 Very beneficial for our 

charm physics programme 
• Muon channels at similar 
performance as in Run 2 

• Large impact for electron 
channels

pT
→

[LHCB-FIGURE-2024-007][LHCB-FIGURE-2024-006][LHCB-FIGURE-2024-014]

B0 → D−( → K+π−π−)π+

D0 → K−π+ B± → K±μ+μ−

B± → K±e+e−

Largest improvements for charm physics and electron channels
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For Run 3, transitioned to completely software-based trigger.
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For Run 3, transitioned to completely software-based trigger.

Lukas Calefice | XX.10.2023 | Machine learning in LHCbLukas Calefice | 19.07.2024 | Running the LHCb trigger system at 30MHz

Selective persistency

14

• Baseline persistency approach for Run 3:  
Turbo model 

• Reduce event size from O(100kB) to O(10kB) 
• Requires offline-quality HLT2 reconstruction 
• Hybrid solution: Selective persistency: 

save additional objects for e.g. flavour tagging, 
offline calibrations, isolation variables 

 ~70% of the events via Turbo model →
Run 2 Run 3

10GB/s

[arXiv:1903.01360]
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Figure 98: Upgraded LHCb online system. All system components are connected to the ECS
shown on the right, although these connections are not shown in the figure for clarity.

subdetector, a full subdetector or a group of subdetectors. Multiple partitions can run
simultaneously, which is a very powerful tool for commissioning and testing. Partitioning
is implemented by both the TFC and the ECS.

The LHCb data acquisition system is shown in Fig. 98. It consists of a farm of event
builder (EB) servers hosting the back-end receiver boards (TELL40 boards) and the
graphics processing units (GPUs) running the HLT1 application. Data processed by the
EB and the HLT1 are then sent to the HLT2 for further processing and final storage.

Data are transported over half-duplex multimode optical fibres from the detector
underground level through a service shaft up to a data-centre on the LHCb site surface.
The radiation hard versatile link (VL) protocol is used, with most subdetectors using the
gigabit transceiver (GBT) protocol at the OSI-layer 2 [150].

Specific to LHCb is that the links dedicated to data transmission are used in half-duplex
mode; there is only a single fibre carrying data from the front-end to TELL40 boards,
while control, configuration and monitoring are out of band on dedicated connections.
The links dedicated to the control of the readout electronics, either to FE or BE, are
in full-duplex mode; TFC and ECS are transmitted to the FE electronics sharing the
payload on the links whereas only ECS are received back, still utilising the same optical
duplex links.

The DAQ links are received by the TELL40 boards described below, which then push
the data into the memory of the EB servers. After event-building the completed events
are passed to the HLT1 running on GPUs installed in the EB servers. Accepted events are
stored on the HLT1 bu↵er storage and then read by the HLT2 processes for final selection.
Accepted events are consolidated into files and sent to permanent storage.

128
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Wrapping up
• LHC trigger systems have continuously evolved to accommodate the 

changing conditions, detectors, and physics goals of the experiments  
• Rapidly improving technology plays a huge role

• Faster links, larger chips, offering more compute with less power

• ATLAS, CMS, and LHCb have explored different strategies, sharing/ 
borrowing ideas at times to great effect!

• High luminosity presents a new challenge for all experiments to face.
• Detectors are being built “around the trigger”, to great effect!

• Thanks for your attention!


