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PanDA/IDDS

e PanDA (Production and Distributed
Analysis): Distributed workload
Management

o Distributed users
o Distributed computing resources
o General interface for users, one
> authentication for all sites
\’ o Integrated different computing resources

Indigo IAM Monitor

(Grid, Cloud, k8s, HPC and so on), hide

CondorCE

T diversities from users, large scale

}5\ o iDDS (intelligent Data Delivery Service):
- Workflow management orchestration

o DAG (Directed Acyclic Graph)

o Complex workflow

o Asynchronous results
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visuiouted nyperraralricier Vvpuimizauorn (nryv) in
PanDA/iDDS

e Distributed HyperParameter Optimization

(HPO) The segmented HPO workflow
o Provide a full-automated platform for HPO on ‘C; % Segment name, Point_ 1"
top of distributed heterogeneous computing Lses
resources ”M" k\m
o iDDS orchestrates hyperparameter Pass request Steering

H . . ATLAS (with model ID) - Run
generation and results collection; automation | o ‘ iIDDS

o PanDA evaluates hyperparameters remotely
o Support for advanced search algorithms in S“bmx\“k )
addition to the traditional grid or random B B, )
search algorithms e
o Integrate geographically distributed GPU
resources to provide a single resource pool to
end-users

Model ID, Point(s) Model ID, Point(s)

This workflow is used for FastCaloGAN
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Containerization of the HPO workflow

e SteeringContainer
o Optimization executed at iDDS server
o Generate new HP points with customised method
e When to trigger; for example, 80% of points of the current iteration finish
e Number of points to generate per iteration
e When to finish
o A wide range of HPO methods are supported
e EvaluationContainer
o ML training at Grid/Cloud/HPC (CPU/GPU) sites
o Submodule payload contains model definition, training scripts
e User containers
o Both the SteeringContainer and the EvaluationContainer can be replaced with
user containers.
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HPO for FastCaloGAN

e FastCaloGAN simulation o | B e
o One GAN for a particle type and an n range e Bl B
(in total 300 GANS) L
o Hyper parameter optimised for each GAN

Dense
NVoxel
Linear

e Bigger networks (due to larger input oo

dimensions)
e High batchsize
o 100 GPU-days to train 300 GANs GAN

e Applied HPO for FastCaloGAN

o Applied for ATLAS FastCaloGAN, part of the _

production ATLAS fast simulation AtlFast3

o Ref: FastCaloGAN, AML workshop, IML,
ATLAS S&C week

FastCalo | FastCalo | FastCalo Muon

Punchthrough
+Geant4
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https://indico.cern.ch/event/1039582/contributions/4427659/attachments/2272299/3859340/FCG20210628.pdf
https://indico.cern.ch/event/1014398/contributions/4307720/attachments/2225299/3769097/AML20210413.pdf
https://indico.cern.ch/event/1015407/contributions/4261880/attachments/2209425/3738987/IMLHPO20210316.pdf
https://indico.cern.ch/event/1040142/contributions/4397646/subcontributions/341341/attachments/2265418/3846367/ComputingWF20210616.pdf
https://link.springer.com/article/10.1007/s41781-021-00079-7

A New iWorkflow Management (Function-as-a-Task) in iDDS

e Challenges for complex workflow management
o  Complicated to support different logical requirements in

different use cases Ow (map_results= )
o Complicated for users to define different dependency def ' (opt_params):
logics -

m  Eg. easy to make mistakes between user requirements With python decorator @work to convert a function to a
and system behaviors when a complicated logic is defined  p_pA task

o  Complicated for user experience
@

m Difficult to convert some user software stack to other T s
WorkﬂOW management tOOlS from optimize import evaluate_bdt, get_bayesian_optimizer_and_util
m User preference is important
. . it ti , n_points_ _it ti = 10, 20
e A new iWorkflow Management framework is fors G asnguln frevsrdons):
points = {}
developed group_kwargs = []
. . . for j in (n_points_per_iteration):
With python functions to define the workflow steps x_probe = bayesopt.suggest (util)
. . . . u_id = get_unique_id_for_dict(x_probe)
With python decorators to convert functions to distributed ('x_probe (%s): %s' % (u_id, x_probe))
points[u_id] = {'kwargs': x_probe}
taSkS group_kwargs.append(x_probe)

o  Workflow executes python tasks like local functions,
transparent to users
o  AsyncResult supports with messaging service (ActiveMQ)

° k;,%m;&ﬁyiébgnworkﬂq)o{ usage for Users o o g v 2024.04.18
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The Workflow calls the task like a local function,
transparent to users




Example: new HPO with iWorkflow _
P The work function

< C' @ panda-doma.cern.ch/tasks/?idds_request_id=6126

° . .
Apply IWOI'kflOW fora HPO example anaIySIs /. iDDS monitor  #i- foncia a immo_habitat_laf... @ CentOS 8 : CUDA... e Persistent screen...
o ttH analysis (simulated events with Delphes)

N Weka Client & Mo... i iddsse

Input files
. Task name Task
o BOOSted DeC|S|0n Tree (BDT) X bOOSt :)arent TaskType/ProcessingType Campaign Group User Errors status ::Tr:tsho"/ |
o  Bayesian based hyperparameter optimization: bayes_opt RIS EE Nfiles 1 Ntail %
b Base Contalner 168809 optimize,wworkﬂow.optimize,iworkflow.optimize,work,2024ﬁ03706,1L4/,36,6126*47811 20 100%
o Alma9 Singularity container with installed xgboost, bayes opt iDDS WeniGdaniEffors
[ ] Distributed tasks optimize_iworkflow.optimize_iworkflow.optimize_work_2024_03_06_11_27_56_6126_47810

168808 . T T T T T 20 100%

) With one line python decorator ‘@work(map_results=True)’ to -
COnVert Iocal fUnCtiOnS to distributed taSkS 168806 optimize_iworkflow.optimize_iworkflow.optimize_work_2024_03_06_11_12_39_6126_47809 - 20 100%

o  Transparent for users to run function as remote tasks and
collect results o= E et - E T

10 AUE with:eta optimize_iworkflow.optimize_iworkflow.optimize_work_2024_03_06_08_57_15_6126_47806

N 168803 | 20 100%
iDDS Wen Guan Errors

0.8

168802 _ o~ T T T

1100%
iDDS Wen Guan Errors
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The workflow function

AuC

One example workflow: (1) workflow function: (2) 5
iterations and 20 parallel jobs per iteration

eta

lest params: {'target': 0.960055699094351, 'params': {'alpha': ©.23406035151804216, 'colsample_bytree': 0.579042534809806, 'eta': 0.028600368999834338, 'gamma': @
.23818222147295043, 'max_delta_step': 0.8490976659073024, 'max_depth': 19.211553258551916, 'min_child_weight': 70.89679426305557, 'scale_pos_weight': 0.4108082725
8102803, 'seed': 47.50122115129428, 'subsample': 0.9416281815903255}}
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https://xgboost.readthedocs.io/en/stable/
https://github.com/bayesian-optimization/BayesianOptimization/tree/master
https://panda-doma.cern.ch/tasks/?idds_request_id=6126
https://panda-doma.cern.ch/tasks/?idds_request_id=6126

Apply iWorkflown for Al-assisted Detector Design for EIC (AID2E)

e Objectives
o Employ PanDA/iDDS to manage Al-assisted Detector Design
parameter optimization tasks on distributed resources
o Large scale distributed machine learning
o Fine-grained automation of multi-step iterative workflows
o Al-assisted parameter optimization

o Many Parameters, multiple detector design objectives . l.‘": ’J
[ Multiple Objective Bayesian Optimization (MOBO) 7 \“"J ..
e Challenges N 7 L}
o  AID2E has similarities to existing supported workflows QQ‘:'D' | by
= HPO (MOBO) 4
o AID2E MOBO using AX Adaptive Experiment Platform (pyTorch o}d\\\“ e P -, iz
based), difficult to convert it to workflow description language N \
like CWL (Common Workflow Language) or shakemake l
e Integration B
o  Successful integrated with AID2E Closure-Test-2. | Physics ) Detector |/ Reconstructed |
e Containerization Events | Simulation Features
o  The container includes packages such as AX, pytorch, S
botorch, which is needed by this test.
o  Todo: to apply the EIC simulation container
¢ Brookhaven W. Guan CCE-Scaling ML 2024.04.18 8



https://ax.dev/

Conclusion and Next

e PanDA/iDDS has supported complex workflow management for a
long time
o Various use cases are supported in production

o Multiple experiments (ATLAS, Rubin, EIC/AID2E, ...)
o Complex workflows are supported, using different workflow
descriptions (Snakemake, CWL, iWorkflow)
e In the future we will improve the structure to support more use
cases and platforms
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I (®) Brookhaven W. Guan CCE-Scaling ML 2024.04.18

National Laboratory



©

Brookhaven

National Laboratory

ACAT March 2024

10



Workflow Management in PanDA/iDDS
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Workflow Management
Coordinate and orchestrate tasks and data
Streamline operations into a workflow, to improve
automation and efficiency

Workflows

N x M dependencies between upstream and

downstream tasks

Conditional branching for downstream task

execution depending on the results of
upstream tasks

Loop of task chain based on the results of

previous iterations
m Eg: HPO

Supported workflow description languages
Common Workflow Language (CWL), snakemake, ...

W. Guan

0 +510382/mc.MGH7EG_NNPDF30NLO_ttX_12_bb_dilep.py

(AF2)aMC@NLO+MadSpin+H?7 alternative signal sample for Run 2 tta(bb) analysis, 12 GeV mass,
dilepton

events: 250000

4108 [p4109

28304 |e7400 [a875 [ 10724 [r10726 | [
T running

submitted
Produced events: 220000

edit (saved),

1 +510383/mc.MGH7EG_NNPDF30NLO_ttX_16_bb_dilep.py

(AF2)aMC@NLO+MadSpin+H?7 alternative signal sample for Run 2 tta(bb) analysis, 16 GeV mass,
dilepton

events: 250000

[e8304 Te7400 [a875 [ 10724 [r10726 I |
1B running running

submitted  edit (saved
Produced events: 120000

Examples of data flow based workflow: Even Gen -> Simul

-> Reco -> Deriv

qs52m 8525 8526 8530 8533 8536
8524 8527 8531
— 520 8528 [
.’_’. 8532 8534
D—O®

An example of A DAG workflow

CCE-Scaling ML 2024.04.18
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Distributed Workflow Management Use Cases

o Started workflow integration in PanDA and iDDS for a long time, various
use cases in production, processing a lot of data and different physics
analysis

o Fine-grained Data Carousel for LHC ATLAS
o DAG management for Rubin Observatory to sequence data processing
o Distributed HyperParameter Optimization (HPO)
o Monte Carlo Toy based Confidence Limits
o Active Learning assisted technique to boost the parameter search in New
Physics search space
o Currently developing
o Al-assisted Detector Design for EIC (AID2E)
m A new Function-as-a-Task workflow implementation
m  An enhancement of the HPO mechanism

~ .
I (®) Brookhaven W. Guan CCE-Scaling ML 2024.04.18
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Al-assisted Detector Design for EIC (AID2E)

e  Objectives
o Employ PanDA/iDDS to manage Al-assisted Detector Design
parameter optimization tasks on distributed resources
o Large scale distributed machine learning
o Fine-grained automation of multi-step iterative workflows
e Al-assisted parameter optimization
o Many Parameters, multiple detector design objectives

AI-Assisted Detector Design

The Al-assisted design embraces all the main steps of the sim/reco/analysis pipeline...

m  Multiple Objective Bayesian Optimization (MOBO) = « Binets ot replimanind o
from simulations to analysis of
° Challe nges | high-level reconstructed observables
o AIDZ2E has similarities to existing supported workflows ' The EIC SW stack offers multple
b features that facilitate Al-assisted
[ HPO (MOBO) : ‘ design (e.g., modularity of simulation,
m  Analysis and combined performance (iterative multiple . l t’e°°”s."”°“°”'a"a'ys's' B drceos
/ 0 design parameters, automated
stages with widely varying characteristics, from full Geant4 Physics | ./ Detector )\ ./ Reconstructed checks, etc.)
simulation to MOBO optimization) |\ Berts [T\ smuatin [T Fedues )y Leverages heteogeneouscompuing
o  AID2E MOBO using AX Adaptive Experiment Platform (pyTorch B et ’
based) Provide a framework for an holistic optimization of the sub-detector system
o  Adapting existing AID2E software stack to PanDA/iDDS A complex problem with (i) multiple design parameters, driven by (i) multiple objectives
To ease the a daptation to PanDA/iDDS developing a python (e.g., detector response, physics-driven, costs) subject to (iii) constraints
decorator mechanism to convert functions to iDDS tasks o6 Those at EIC can be the first large-scale experiments ever realized with the assistance of Al
o  Function-as-a-Task workflow management in iDDS (next Cristiano Fanelli
slides)

L‘t\ Brookhaven W. Guan

National Laboratory
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https://indico.bnl.gov/event/19560/contributions/83254/
https://ax.dev/

iWorkflow Management Schema
e Workflow

Source codes caching
workflow as the basic unit to manage source codes
Source codes in the workflow directory will be uploaded into the iDDS or
PanDA http cache

[}

(i~
m  During running time, the source codes will be downloaded to the current iDDS ! M::::f::'g '
I
running directory iDDS Flask application Vemmmogm— i =,
. . 3.submit to panda L ?
o Running environment wsal Jf wsal :'?)
(] Base environment (eg: cvmfs) + source codes caching I \FHQ (
[ Base contginer + source code§ caching l 7.publish Pesults PanDA
° Container for user, ShuWei, Ye, 2024 ATLAS S&C . 4 £chedule to site
e Work
o Submit function as tasks/jobs to workload management system PanDA s Ly il i
o Load and run a function as a job at distributed sites i ! ource codes
o List of parameters can be used to call a function, which will create a task with
multiple jobs and every job uses item of the list of parameters L P LT 7Y
Work :,‘i\syncResultli
e AsyncResults TR nnes )1
worker ]
o When a function finishes, the ‘Work’ executor will publish the resutina . S============= ’

message
o The ‘Work’ at submission side will receive the result

e iDDS also monitors the tasks/jobs submitted. It
will publish messages to AsyncResult, to avoid

AsyncResult waiting for failed remote workers
@ Brookhavenr W. Guan CCE-Scaling ML 2024.04.18 14
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Schema of how a workflow executes a function at remote
distributed resources



https://indico.cern.ch/event/1340782/timetable/#23-containers-for-users

iIWorkflow Management Advantages

| o

Source codes are managed transparently, no additional steps
Support different ways to run user functions at distributed resources
o With/without container
o With base container + source codes caching, users don’t need to build the
container for a code update, the workflow will automatically update the
source codes in the cache
o For some experiments, different base containers are already provided and
deployed on cvmfs. Users don’t need to build personal containers
Make use of the current PanDA structure and related middlewares, no additional
requirements for sites
Distributed resources, possible to large scale
AsyncResults based on messaging service improves the efficiency

Brookhaven W. Guan CCE-Scaling ML 2024.04.18 15
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Example: Hyperparameter Optimization

51 @work(map_results=True)
H =, — ” g = 7 = » Input_weight=None, xxkwargs):
. Apply Functlon'aS'a'TaSk for 53 from optimize import evaluate_bdt, load_data
54
hyperparameter optimization A e
. 57 y_train_cat, y_val_cat = label
58 input_x = [train, vall
. Example anaIySIs 59 in;p)utiy = [y_train_cat, y_val_cat]
. . . 60
O ttH anaIyS|S (SlmUIated events Wlth DelpheS) 61 ret = evaluate_bdt(input_x=input_x, input_y=input_y, opt_params=opt_params, retMethod=retMethod, hist=hist,
- 62 saveModel=saveModel, input_weight=input_weight, sxkwargs)
o  Boosted Decision Tree (BDT): xgboost 63 retum rt ’ ’
o Bayesian based hyperparameter optimization: ba: 'eS O|§t ;z bayesopt, util = get_bayesian_optimizer_and_util(optFunc, opt_params)
- 81 n_iterations, n_points_per_iteration = 10, 20
e Base container T SR
. . . . . 84 oints = {}
o  Alma9 Singularity container with installed xgboost, bayes_opt = orou.kuars = ]
86 for j in range(n_points_per_iteration):
e Distributed tasks g e et i fo ket rab)
. i . , 89 pr%nt('x_?robe (%s): %s' % (u_id, x_probe))
o With one line python decorator ‘@work(map_results=True) * e ke 1 S e T s ey
to Convert Iocal funCtionS to diStribUted taSkS Zi results = optimize_work(opt_params=params, opt_method=opt_method, hist=True, saveModel=False, input_weight=None,
. retMethod=opt_method, group_kwargs=group_kwargs)
o  Transparent for users to run function as remote tasks and o print(“potutss et Aestripotntal) |
96
collect results 97 for u_id in points: . .
98 points[u_idl['ret'] = results.get_result(name=None, args=points[u_id]['kwargs'])
o List of parameters is provided to generate multiple jobsina e o A el
taSk i; print(bayesopt.res)
103 p = bayesopt.max

o  Singularity container is used as the base container I-—-—-u-——-u
init_env = 'singularity exec /afs/cern.ch/user/w/wguan/workdisk/iDDS/test/eic/idds_ml_al9.simg 'I

wf = Workflow(func=optimize_workflow, service='idds', init_env=init_env)
With python decorator to transparently convert function to

- _ s
~ E’a';?rgh?b?r\ﬁg W. Guan CCE-Scaling ML 2024_04_1§|osl’jrr|£>;sted tasks and collect the results transparently. .



https://xgboost.readthedocs.io/en/stable/
https://github.com/bayesian-optimization/BayesianOptimization/tree/master
https://github.com/wguanicedew/iDDS/blob/dev/main/lib/idds/tests/test_iworkflow/optimize_iworkflow.py

Example: Hyperparameter Optimization Test Examples

e Test workflows with different iterations

request

v

id

6128

6127

6126

6125

o  Every iteration is mapped to one panda task

o Inevery iteration, multiple hyperparameters are generated.

workflow
username graph workflow name
status
Wen Guan Finished plot optimize_iworkflow.optimize_workflow_2024 03_0!
Wen Guan Finished plot optimize_iworkflow.optimize_workflow_2024 03 _06_13_18 41
Wen Guan Finished plot optimize_iworkflow.optimize_workflow_2024_03_06_08_55_01
Wen Guan Finished plot optimize_iworkflow.optimize_workflow_2024_03_06_08_54_32

tasks, sorted by jeditaskid-desc

Workflow: Group tasks together

created

s a result, multiple jobs are generated in a task

D Task name
P t TaskType/ProcessingType Campaign Group User Errors
aren

Logged status

168807 optimize_iworkflow.optimize_iworkflow.optimize_work_2024_03_06_11_12_39_6125_47808
iDDS Wen Guan Errors

168804 optimize_iworkflow.optimize_iworkflow.optimize_work_2024_03_06_08_57_10_6125_47805
iDDS Wen Guan Errors
optimize_iworkflow.optimize_workflow_2024_03_06_08_54_32_6125

168801

v S

iDDS Wen Guan Errors

Task
status
Nfiles

total transform total rel d unrel d finished

o tasks T ok type files files files files
(UTC)
2024-03-
06 11 Finished(10) N/A 0 0 0 100%
13:18:47
2024-03-
06 11 Finished(1 N/A 0 0 0 100%
13:18:45
2024-03-
06 6 Finished(5) N/A 0 0 0 100%
08:55:04
2024-03-
06 3 Finished(2) N/A 0 0 0 100%
08:54:36

Input files

Nlost @ . .

Nfinish % -

v e |tarations: this workflow has 10

000 Ilerations

1 100%

Jobs per iteration: this iteration

has 20 jobs

17
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Fine-grained Data Carousel for LHC ATLAS

e Fine-grained Data Carousel for
LHC ATLAS enables processing in
proper granularities and grouping

to efficiently use disk storage A
o IDDS employs messages to trigger

PanDA processing data in proper
granularity, instead of per dataset
o In production since 2020
o From 2021, has processed 942 PB
data (old processing information
) Since late 2021, ATLAS Data Carousel has processed 942
haS been arCh|Ved) PB data (old monitor information are archived)

Total Transforms Total Files Total Bytes(TB)

ottt Lilitiie. cimmessns 1014179550 ¢ linllsy ol diai] 942451

National Laboratory
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https://aipanda181.cern.ch/monitor/transform.html
https://aipanda181.cern.ch/monitor/transform.html

DAG management for Rubin Observatory

Total Requests Total Transforms Total Processings

ihtieanh 11765 bt 11765

e DAG management for Rubin Observatory to
sequence data processing based on . @ owelngs eed Wting Bt i B v, R Tt
dependencies since 2020

o Largely stable since Oct 2021

o DPO0.2 (Phase 2 of Data Preview 0) campaign
successfully, 2022 M
o HSC (Hyper-Suprime Cam) processing, 2022
Dedicated PanDA/iDDS deployed at SLAC for
Rubin production, 2023
m Multiple Data Facilities (DF)
m USDF (SLAC), FrDF (IN2P3), UKDF
(RAL&LANCS)
Kubernetes based deployment
Postgres database —— T ——

18:02:06.350835

From May 2021 to May 2022 in Rubin Observatory, iDDS-PanDA
within the LSST framework has processed more than 11000 tasks

o % O @ (Upaate
rvie. ) PanDA region

lle Gower (1) Eric Charles (68) Edward Karavakis (7) Mikolaj Kowalik (5) Orion Eiger (78) Antonia

2024-03-12

LATISS runs AUXTEL DRP_IMAGING 20230509 20240311 w_2024 10 PREOPS- 2024-03-12 5 Finished(2)

7554 Huan Li Finishs Processi 1

554 Huanlin  SubFinished plot il ocessing 56 56

7553 Brian Yanny SubFinished plot  HSC_runs RC2 w_2024_10_DM-43178_special_step2cde_group0_w00_006 202605 P ol Processing 410 410
19:30:37 828482 Failed(1) !

7552 Brian Yanny  SubFinished plot  HSC_runs RC2 w_2024 10 DM-43178 special_step2cde_group0_wo0_005 20008 7 el Processing 410 410
% A0RTRR Failact(t) i

2024-03-11
Fini runs_RC2 w_2024_10_DM-43178_spec roup0_w00.004  coor ool 7 Finished(7) Processing 410
inny. ished  plot ISC_runs RC2.  sp tep2ede_group0. e oae @) 9

2% Brookhaven : .
O3 ekt abewminey W. Guan CCE-Scaling ML 2024.04. 1§nce middle of last year, the USDF PanDA starts productlon It h9
processed about 2000 workflows (every workflow can have 5~10 tasks



https://aipanda016.cern.ch/monitor/dashboard.html
https://aipanda016.cern.ch/monitor/dashboard.html
https://usdf-panda-bigmon.slac.stanford.edu:8443/idds/wfprogress/?days=200
https://usdf-panda-bigmon.slac.stanford.edu:8443/idds/wfprogress/?days=200

Distributed HyperParameter Optimization (HPO)

e Provide a full-automated platform for HPO on
top of distributed heterogeneous computing

resources

o  Hyperparameters are generated centrally in iDDS

o  PanDA schedules ML training jobs to distributed heterogeneous
GPUs to evaluate the performance of the hyperparameter

o  iDDS orchestrates to collects the results and search new
hyperparameters based on the previous results

° Applled for ATLAS FastCaloGAN

The HPO service is in production for FastCaloGAN, part of the
production ATLAS fast simulation AtIFast3

o  With hyperparameters to tune various models targeting different
particles and slices

o Distributed GPUs, HPCs, commercial cloud

o  Ref: FastCaloGAN, AML workshop, IML, ATLAS S&C week

e Used in ATLAS, however not specific to
ATLAS
% Ref: CHEP2023

~y <
¢ | Brookhaven W. Guan CCE-Scaling ML 2024.04.18
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Normal HPO Segmented HPO
Object > @

Model

@ o 4 Yﬂﬁl‘y Models

R. Zhang 5th ATLAS Machine Learning Workshop

The segmented HPO workflow

Evaluation
‘ ‘ % Segment name, Point
(&)
Loss

Job with poipt(s) and
segmept name Redort loss
Pass request Steering
ATLAS (with model ID) H
iDDS|——
JEDI -
Model ID, Point(s) Model ID, Point(s)
SUbn'k\aSk This workflow is used for FastCaloGAN
[ LRttt R ] :

11. Search space: a json file .
2 Training code: scripts / package / gitlab repo ]
3 Segment definition (each with a unique segment name)

R. Zhang FastCaloSim+DnnCaloSir


https://indico.cern.ch/event/1039582/contributions/4427659/attachments/2272299/3859340/FCG20210628.pdf
https://indico.cern.ch/event/1014398/contributions/4307720/attachments/2225299/3769097/AML20210413.pdf
https://indico.cern.ch/event/1015407/contributions/4261880/attachments/2209425/3738987/IMLHPO20210316.pdf
https://indico.cern.ch/event/1040142/contributions/4397646/subcontributions/341341/attachments/2265418/3846367/ComputingWF20210616.pdf
https://indico.jlab.org/event/459/contributions/11472/

Monte Carlo Toy based Confidence Limits

— No nuisance parameter, A(o,u=1)

e Confidence Limits in Analyses

o Exclude some ranges of relevant phase space for future processing
o Show that obtained results are meaningfully different from what could have obtained by

— Luminosity nuisance parameter, A(o, )

chance 2
e An Monte Carlo (MC) Toy based confidence limits workflow 1
requires multiple steps of grid scans, where the current step e

depends on the previous steps
e Automate the workflow of Toy limits calculation and
aggregation
o Point of Interest (POI) generation based on the search space and results aggregation to

generate new POls in iDDS
o Distributed Toy limits calculation to distributed resources with PanDA 21

o Ref: CHEP2023
POI @ Rl

Alternative
Hypothesis
H1

rror

o Toy limit Y Results
calc
Search /,’) \* .‘%
space Toy limits —
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=, POI : —///4
kt ko) Toy limit

calc Toy limits
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Active Learning for ATLAS

e An iterative ML assisted technique to boost the
parameter search in New Physics search space

O The Active Learning technique we are applying was developed by Kyle &[ ,
Cranmer et al, “Active Learning for Excursion Set Estimation”, ACAT
2019

O Automate the multi-steps parameter redefining and evaluation chain
O Integrated REANA (Reusable Analyses) with PanDA/iDDS for learning

To continue?
/No

p rocess | n g @ I i rmation flow via iDDS/pchain
e Applied the Active Learqlng service inthe H — ZZ > R. Zhang
— 4¢ dark sector analysis T e e ncncon
O Apply Bayesian Optimization to refine the parameter space W W, \S‘,RM andon seodh
. - . . I o ——— parallel
O  Greater efficiency, scalability, automation enables a wider parameter search / = Six input files are fed
(instead of 1D, 2D or even 4D on large scale resources) and improved physics o — o B IS
result i
O Has demonstrated active learning driven re-analysis for dark sector analysis & Iods.
O ATLAS PUB NOTE in progress i =
® O (9] HICondS:
/7‘ oo aws D aws L
CHEP2023 Talk: C. Waber, et al. An Active Learning application in a dark o g
matter search with ATLAS PanDA and iDDS T
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