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● Using the HPC I/O stack efficiently is a tricky problem

● Interplay of factors can affect I/O performance

● Various optimizations techniques available

● Plethora of tunable parameters

● Each layer brings a new set of parameters

Applications

High-Level I/O Libraries

Parallel I/O Middleware

Low-level I/O Libraries

I/O Forwarding Layer

Parallel File System

Storage Hardware

HDF5, NetCDF, ADIOS

MPI-IO

IBM ciod, IOFSL
Cray DVS, Cray Datawarp

 Lustre, GPFS, PVFS, 
OrangeFS, BeeGFS, PanFS

HDD, SSD, RAID

POSIX, STDIO

Complex I/O stack!



● There is still a gap between profiling and tuning

● How to convert I/O metrics to meaningful information?

○ Visualize characteristics, behavior, and bottlenecks

○ Detect root causes of I/O bottlenecks

○ Map I/O bottlenecks into actionable items

○ Guide end-user to tune I/O performance
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HPC Application
I/O Metrics

I/O Analysis
Behavior and I/O Phases

Insights
Recommendations

Interactive Plots
Plotly

Operation

Transfer Size

Spatiality

I/O Phases

Storage System

Darshan / DXT
pyDarshan

HTML
Drishti Output

Recorder
Traces



Operation

Spatial Locality I/O Phases

Transfer Size

OST Usage



Number of critical 
issues, warning, and 

recommendations

Drishti checks 
metrics for 

over 30 triggers

Highlight the file 
that triggered the 

issue

Multiple output 
formats: textual, 
SVG, HTML

Severity based on 
certainty and 
impact: high, 
medium, low, info

Current version
only checks 
profiling metrics

Sample code 
solutions are 

provided

Drishti can check 
for HDF5 usage to 
fine tune the 
recommendations

Provides 
actionable 
feedback for users



WarpX / OpenPMD
USE CASE



CROSS LAYER EXPLORATION
HDF5 Vol Connector



CROSS LAYER EXPLORATION
SOURCE CODE

AMREX E3SM



github.com/hpc-io/drishti


