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Big Science = Big Data

Probing the fundamental structure of
nature requires complex experimental
devices, large infrastructures and big
collaborations.

International
UON Collider
7 Collaboration

The DUNE neutrino experiment

Sanford
Underground
Research Facility

PARTICLE
DETECTOR
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Big Science = Big Data

. https://a3d3.ai/
* Increasingly complex data both in volume and s L L L R—
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* Challenge in simulating expectations for what
experiments may observe
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A LHC collision

2= Fermilab

Survey

3 08/06/24  Jennifer Ngadiuba | Al & ML @ Fermilab



The role of Al in HEP

* In this era of science Artificial Intelligence can accelerate time to discovery
— efficient analysis of large amounts of highly-dimensional data to find subtle patterns

e With such bility it will all : :
Ith such capabifity 1t will allow us Dedicated part of Snowmass

— enhance control and operations of detectors computational frontier
and accelerators

— automate online and offline experimental

CompF3: Machine Learning
workflows

Phiala Shanahan, Kazuhiro Terao, Daniel Whiteson (Editors)

Including contributions from White Paper authors:

— save and maximize potentially lost data

Gert Aarts2, Andreas Adelmann®, N. Akchurin?, Andrei Alexandru®®, Oz Amram’, Anders Andreassen8, Artur Apresyan®, Camille Avestruz'?, Rainer Bartoldus'!,
Keith Bechtol'2, Kees Benkendorfer!314, Gabriele Benelli>®, Catrin Bernius'!, Alexander Eogalskiyls, Blaz Bortolato!®, Denis Boyda!7"'®, Gustaaf Brooijmans'?, Paolo
Calafiura'?, Salvatore Cali2%18, Florencia Canelli?!, Grigorios Chachamis®2, S.V. Chekanov'’, Deming Chen®3, Thomas Y. Chen, Aleksandra Ciprijanovi¢®, Jack H.
Collins!?, Andrew J. Connolly?4, Michael Coughlin®®, Biwei Dai2®, J. Damgov*, Gage DeZoort”, Daniel Diaz2®, Barry M. Dillon'62%, loan-Mihail Dinu’, Zhongtian
— a C C e | e rate d et e Ct O r R& D Dong??, Julien Donini3L, Javier Duarte?8, S. Dugad32, Cora Dvorkin®3, D. A. Faroughy?!, Matthew Feickert23, Yongbin Feng?, Michael Fenton®8, Sam Foreman!”, Felipe

F De Freitas®*, Lena Funcke2%:1835 P G C*, Abhijith Gandrakota®, Sanmay Ganguly®®, Lehman H. Garrison'®, Spencer Gessner'!, Aishik Ghosh®8, Julia Gonsk!®,
Matthew Graham?®, Lindsey Gray?, S. Grénroos®’, Daniel C. Hackett?%18, Philip Harris??, Scott Hauck?#, Christian Herwig?, Burt Holzman® , Walter Hopkins!7,
Shih-Chieh Hsu24, Jin Huang38, Yi Huang®8, Xiao-Yong Jin!7, Michael Kagan!!, Alan Kah!®, Jernej E Kamenik'63%, Raghav Kansal28, Georgia Karagiorgi®, Gregor
Kasieczka®!, Erik Katsavounidis?, Elham E Khoda?*, Charanjit K. Khosa*?43, Thomas Kipf**, Patrick Komiske2°, Matthias Komm®’, Risi Kondor*®, Evangelos
. LY o Kourlitis'”, Claudius Krause?9, K. Lamichhane?, Luc Le Pottier!®10, Meifeng Lin3®, Yin Lin?®18, Mia Liu*’, Nan Lu*®, Biagio Lucini*®!, J. Martinez?, Pablo
- test hy P ot h eses Si g ni fl cant Iy fa ster Martin-Ramirol5°, Andrej Matevcl®3?, Wiliam Patrick McCormackZ®, Eric Metodiev2?, Vinicius MikuniZ!, David W, Miller*®, Siddharth Mishra-Sharma?%185,
Samadrita Mukherjee32, Daniel Murnane'3, Benjamin Nachman'5!, Gautham Narayan®?, Mark Neubauer?3, Jennifer Ngadiuba®, Scarlet Norberg®®, Brian Nord®*,
Inés Ochoa®2, Jan T. Offermann*®, Sang Eon Park?°, Kevin Pedro?, Cristian Pefia®, Alexx Perloff®!, Mariel Pettee!3, Maurizio Pierini®’, T. Quast®”, Dylan Rankin®°, Yihui
Ren3®, Marcel Rieger?”, Jean-Roch Vlimant*8, Avik Roy?3, Veronica Sanz*253, Nilai Sarda2?, Claire Savard®!, Alexander Scheinker>®, Uro§ Seljak!35%:26, Brian
Sheldon2®, David Shih*6, Chase Shimmin®®, Aleks Smolkovic'®, George Stein326, Cristina Mantilla Suarez®, Manuel Szewc®®, Savannah Thais?’, Jesse Thaler??,
Dmitrii Torbunov3®, Nhan Tran?, Steven Tsan23, Silviu-Marian Udrescu2?, . Undleeb?, Louis Vaslin3!, Francisco Villaescusa-Navarrol>27, V[ Ashley Villar®7, Brett
Viren3®, Jean-Roch Vlimant*8, A. Whitbeck*, Daniel Williams'®, Daniel Winklehner2?, Si Xie#8, Tingjun Yang®, Haiwang Yu3®, and Mikaeel Yunus2®

From Snowmass summary:

e The pervasive use of artificial intelligence and machine learning, AI/ML, in nearly every aspect of our
software. Hardly mentioned in the 2013 report, these revolutionary machine-learning approaches are
transforming the way we work.

2& Fermilab
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https://arxiv.org/abs/2209.07559
https://arxiv.org/abs/2209.07559
https://www.slac.stanford.edu/econf/C210711/reports/Summary.pdf

Al in HEP

Machine Learning is used in particle physics since the ‘80s

“40000"fi0 120 130 140 150 160 170 180

5

— Shallow networks back then, mostly BDTs since ~ 2004 (e.g., Higgs boson discovery)
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https://www.sciencedirect.com/science/article/pii/S037026932030229X?via=ihub
https://link.springer.com/article/10.1007/JHEP12(2020)085
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.118.231801

The Al revolution

 Machine Learning is used in particle physics since the ‘80s
— Shallow networks back then, mostly BDTs since ~ 2004 (e.g., Higgs boson discovery)

 Over the last decade a rapid
progress guided by technological 5.

breakthrough led to a revolution s i
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Machine learning
Jet images in
particle physics

— this is the era of Deep Learning
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https://iml-wg.github.io/HEPML-LivingReview/
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https://iml-wg.github.io/HEPML-LivingReview/

Al Project Office
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Al Project Office goals

8

Accelerate HEP research with the goal of solving the mysteries of matter, energy,
space and time

Developing strategic capabilities within the (inter)national Al ecosystem

— Al to advance lab scientific mission, and where Fermilab can advance Al research
Building community around cross-cutting problems, tools, and educational
opportunities

— By keeping a big-picture view of Al research and applications in and outside HEP, we
connect teams across the lab and with teams at other labs/universities

— Develop resources for Al research — both people (e.g.Al associate program) and
hardware (e.g. GPU access)

Sharing Fermilab Al related products with the world

2& Fermilab
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Al for Physics & Physics for Al

3F Fermilab
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Outline

» Al for physics
e Recent Highlights

 Physics for Al
* Robust & Fast ML
* Al @ Extreme Edge

* Al for user community
e Computing Resources for Al training and inference
* Engage with Fermilab Al community

e LabWide Al meetings & Jamboree

3F Fermilab
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Al @ Energy Frontier: LHC triggers

* LHC detectors creates more data than we can handle !
— Need to throw away 99.75% of data at first stage!
— We are interested in rare physics processes
— Trigger make real-time decision on which data to record

— Runs on FPGAs within O(100) nano seconds!

— Needs to be unbiased to maximize discovery

* Unsupervised ML technique such as Anomaly Detection
can catch effectively the deviations from SM

— Demonstrated for offline data analysis for new physics
searches by 3-7x !

0 reconstructjon loss

TKH=z
1TMB/evt

— Triggering on “anomalousness” of collision event

Records only ~ 0.01%

1/100 the of the data!

events size
X6 more events

2& Fermilab
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Al @ Energy Frontier: LHC triggers

 AXOLITL: triggering on “anomalousness”

— Trained a ML model called Autoencoder 1 g i
directly on data to find “atypical” signatures % |
i ) : payload
i "~ +L1AD
* AXOLITL is running on CMS LI Trigger FPGAs | Tz |
in at LHC, collecting the data == Wk B S

— Performs inference in as little as 50 ns ! CMS-DP-2023-079
CMS-DP-2024-059

CMS Experiment at the LHC, CERN
' Data recorded: 2023-May-24 01:42:17.826112 GMT
=
L —

Run/ Event/ LS: 367883 / 374187302 / 159

— First ever full unsupervised ML trigger

CMS Preliminary 0.527 fb™!, 2024 (13.6 TeV)

2 108 | | 4
e ¢ Run 380470
w 105: 1 All Scouting i
g AXO Nominal
: i11% AXO Pure 1 HELH
104§ E
i ] \ g’/
103k el E \O/
Otherwise E P ? m
0 Qf ': .:. —
untriggered > o
events! 101k . An otherwise
[ { g L untriggered high-
oL e e i - o s o H
R £ 11 | T multiplicity event! 3¢ Fermilab

L FITI - B E S I N MR e T L |
0 500 1000 1500 2000 2500
12 08/06/24 J Emulated AXO Score


https://cds.cern.ch/record/2876546?ln=en
https://cds.cern.ch/record/2904695?ln=en

Al @ Energy Frontier: fast simulation

13

Goal: address computational challenge of expensive simulation at (HL-)LHC experiments

— Diffusion based models to generate calorimeter
shower simulations

— SOTA model in CaloChallenge with a
10-1000x speed compared to Geant4

https://calochallenge.github.io/

Fast Calorimeter Simulation Challenge 2022

View on GitHub

Welcome to the home of the first-ever Fast Calorimeter Simulation Challenge!

The purpose of this challenge is to spur the development and benchmarking of fast and high-fidelity
calorimeter shower generation using deep learning methods. Currently, generating calorimeter
showers of interacting particles (electrons, photons, pions, ...) using GEANT4 is a major computational
bottleneck at the LHC, and it is forecast to overwhelm the computing budget of the LHC experiments
in the near future. Therefore there is an urgent need to develop GEANT4 emulators that are both fast
(computationally lightweight) and accurate. The LHC collaborations have been developing fast
simulation methods for some time, and the hope of this challenge is to directly compare new deep
learning approaches on common benchmarks. It is expected that participants will make use of
cutting-edge techniques in generative modeling with deep learning, e.g. GANs, VAEs and normalizing
flows.

08/06/24  Jennifer Ngadiuba | Al & ML @ Fermilab

Wall clock consumption per workflow

@ MCsimulation @ MC reconstruction @ MC event generation
@ Analysis @ Group production @ Data processing
@ Other

Figure 1: ATLAS CPU hours used by various activities in 2018

Many different generative models
approaches being explored:
Variational Autoencoders
Generative Adversarial Networks
Normalizing Flows

Diffusion models

2= Fermilab


https://calochallenge.github.io/homepage/

Al @ Cosmic Frontier: simulation-based inference

* Goal:infer the dark energy equation-of-

state parameter « from a population of

Wrrye =-1.2

0.78 1 e
strong gravitational lens : * amntical |
0.79 ]
, : i - Wie = —0.8 ]
— Approximate an intractable g, 80?_\]1 A ]
likelihood with a Neural Network % | ‘
0.81f - ' :
— Scalable for inference from O(1000) | B 2ok \ E
: s it :
lenses from future surveys Soa  fHE S
S AR T
— Much faster than traditional MCMC https://arxiv.org/abs/2407.17292 0'1;*:{;”' ‘Jy' N:@J ©
parameter () > .-.A
Neural Ratio l SN )
Estimation P g ® = s /’ﬂ
[K. Cranmer Et aI. o o % arg min L[g] —» i'(.r()) — \\——/
arxiv.1506.02169] ettt ;
Simulation Machine Learning Inference ‘
3¢ Fermilab
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https://arxiv.org/abs/1506.02169
https://arxiv.org/abs/2407.17292

Al @ Intensity Frontier: LArTPC at DUNE

* Supernova Detection with DUNE

*  Quickly detect and point to the Supernova bursts

— Uses FPGAs to bring power efficient
processing to the data

— Prompt detection enables multi-messenger
astronomy for follow up w/ other detectors

FELIX| [FELIX To Data

Selection
Event
Builder
Computers

10 s circular buffer

=)

DAQ Front End Compu

15 08/06/24  Jennifer Ngadiuba | Al & ML @ Fermilab

Iterative

GNNs for Reconstruction in LArTPC

— Computationally efficient compared to
previous CNN approaches

— Adapted from HEPTrkX for tracking at
LHC

— Archived 98% efficiency in filtering
background

https://arxiv.org/html/2403.11872v1#S1

2= Fermilab




Al @ Theory Frontier

* Machine Learning for the lattice gauge theory

— Normalizing Flows to generate correlated lattice gauge field ensembles
— Demonstrates variance reduction in the computation of observables

— Significantly reduces statistical uncertainties while accelerating the sampling of lattice
field configuration

Normalizing flows can model complex

. . . . . 102_
d!str!but!ons by transformmg a simple m= N, =2 Q0D
distribution through a series of learned, 5 Pure Gauge
) i ) 5 /] Feyman-Hellmann
invertible functions g 7
T z
3 2 7
L S E% "'
. b ()
e . (7 N g
- | —
- LA NN m0B

AWii  dWaxs  dWaxa  dQ? digio  tos
dk

dk dk dk dk

~— /|

@ =
g
-+

to.35 |c0nt <x

https://arxiv.org/pdf/2401.10874

3F Fermilab
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https://arxiv.org/pdf/2401.10874

Al @ Accelerator Frontier

Real-time Edge Al Distributed System  «  Efficiently detect quenches in SC magnets

Magnet Quench Detection

* Differentiate beam loss monitor signals around the ring Predicitve models to take preventive

* Identify if main injector or recycler ring is the source measures and decrease downtime

* Deployed to FPGA on a custom card

— Critical for enabling future energy and
intensity frontier experiments

High-Energy
Neutrino
Experiments

SGC magnet

1.8K superfluid He
Fixed-Target
Experiments,
Test Beam
Facllity

Muon
Experiments

Linac Condition . .‘L; =
- Anomaly Prediction of W &=y O\ EEE

Emergency P

SC LinacSodule 7

Linac RF Optimization _°

Predict RF parameters

to keep beam energy

constant and minimize
emittance

phase I(deg)
>

9
S

Predict anomalies and ..

identify causing beam =zt n .
T T e T " downtime

&
=
s

Predicted A

-40

True A phase (deg)

2= Fermilab
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Physics for Al : Robust & Fast ML

18
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Robust Machine Learning

A model with weak A model with strong
> inductive biases inductive biases

*

Domain Adaptation

, f , _ o Robustness in Fast Al w/
Bridges difference between simulation & Obs. Data Knowledge distillation
lllustris simulations — SDSS observations

Regular NN training ——  Domain Adaptation Include physics knowledge
- L of the system into the fast
SR L 0 and efficient ML models

https://arxiv.org/abs/2311.14160

“““““

P, » e ‘ Source: Target:

® Barred spiral O Barred spiral
4 Round smooth A Round Smooth
Lens

https://arxiv.org/abs/2302.02005

Nuisance invariant NNs w/ NuRD I
Robust nuisance invariant Rep. learning
Robustness for NN
i S on microelectronics

Top [OOD]

Areciier H 8 protects NNs on chip —|;mai°rity out
35 15F voter

EI o g against bit flips in high f

i radiation environments
__o Critic o0f — ]

e i https://arxiv.org/abs/2406.19522
https://arxiv.org/abs/2401.08777 " Represntationdim. 41 Bit flip!
2& Fermilab
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https://arxiv.org/abs/2401.08777
https://arxiv.org/abs/2311.14160
https://arxiv.org/abs/2406.19522

Fast Machine Learning

31014, I I I ]
) @, T LHC sensor Fast ML for Science
* Many experiments, particularly at Fermilab e benchmark tasks
require custom made Al/ML methods 8 107 .
(@]
1 Qubit Readout
* Typically needs to process huge amounts of T i
i H EIC trigger  — Plasma control
data in a very short time scale 5 LHC trigger
DUNE readout
— Beyond the benchmarks in industry 10°8 { X-ray diffraction ]
Neuro
— Need: Real-time and efficient Al + F
10} Magnet quench Internet-of-things =
« CPUs can not keep with these demands i SN
104} ]
— Special hardware FPGAs/ASIC provide
R https://arxiv.org/pdf/2207.07958
huge flexibility through parallel compute
190 10|-7 10|-5 10|-3 10|-1 16‘ 163 10°
— Challenging to run ML models on these Computation time [s]

=Of BB
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20 08/06/24  Jennifer Ngadiuba | Al & ML @ Fermilab



Bring ML models to hardware for real-time Al
high level synthesis for machine learning

A tool to efficiently program the FPGA hardware for Neural Networks
with experimental constraints in mind!

Vivado™ HLS
Keras
TensorFlow '
PyTorch

/ v h IS 4 m I Co-processing kernel
\ :

COMPILER
compressed
model — HLS . —
conversion Custom firmware
design

Catapult

HLY )

Usual ML

software workflow Jf o
\tune configuration / Meg!osr

m . PYT HRCH Wi
+ 4
Tensor @ O N N X

https:/fastmachinelearning.org/hls4ml/
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https://fastmachinelearning.org/hls4ml/

Bring ML models to hardware for real-time Al
high level synthesis for machine learnin

Sparking the interest of industry

(e.g., Google, Volvo, Siemens, AMD, ...)

Colliding particles not cars: CERN's
machine learning could help self-
driving cars

. . Reporting on international
CERN and software company Zenseact wrap up a joint research project that could a Z
high-energy physics

allow autonomous-driving cars to make faster decisions, thus helping avoid accidents

25 JANUARY, 2023 | By Priyanka Dasgupta

Physics v

Zzenseact

Technology~ = Community~ | In focus | Magazine

COMPUTING | FEATURE

Hunting anomalies with an Al trigger

31 August 2021
Jennifer Ngadiuba and Maurizio Pierini describe how ‘unsupervised’ machine
learning could keep watch for signs of new physics at the LHC that have not

yet been dreamt up by physicists.

SIEMENS
2= Fermilab

nature
machine
intelligence

Quantized neuralnetworksontheedge

Overview  Allnews  Blogs v/

Siemens Digital Industries Software Newsroom

PRESS RELEASE

Siemens simplifies development of Al accelerators for
advanced system-on-chip designs with Catapult Al NN

May 21,2024
Plano, Texas
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Al @ Extreme Edge

» Data compression w/ Rad. hard ASICs
— First use of DL for HEP on ASICs

— Developed for use in
CMS High Granularity CALorimeter

— Powerfull nonlinear data compression
schemes

Input image Decoded image

On-detector ASIC Off-detector

w programmable logic

Decode or process
encoded image

Convolutional + Dense

https://arxiv.org/abs/2105.01683

* AIl/ML for control and readout in quantum systems

— Edge Al to improve readout of qubits

— Denoising computations in theory calculations

In-sensor mixed-signal
spiking convolutional NN
to extract {t,Q.x.%,2,0,¢}

Smart pixels: Pixel sensors w/ Al on chip
— Efficiently filter low p; tracks
— Saving up to 75% of data bandwidth

— Crucial for future colliders
e.g: Reducing beam background in uC

https://arxiv.org/abs/2406.14860

____________________

- I

! I
| 1
I ]
I I
: Control Hardware I
, l
! ]
! I

©® From Resonator

=

®
Resonator

| Qubit Control |

@ To Resonator

— Predicting quantum circuit fidelity on noisy hardware :-------------------
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https://arxiv.org/abs/2406.14860
https://arxiv.org/abs/2105.01683

Fast ML for Science Benchmarks

—
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Qubit Readout

+ oy
EIC triggey  — Plasma control

=y~ LHC trigger

DUNE readout

X-ray diffraction
Neuro
-+

+
Magnet quench

Beam control

https://arxiv.org/pdf/2207.07958

| |
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Fast ML for Science
benchmark tasks

Internet-of-things ]
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Development of open source tools helps
democratize the (edge) Al for all of HEP
(hls4ml, DeepBench, SONIC, Open Data ...)

Benchmarks for HEP challenges will leads to
more AlI/ML solutions and broader engagement

— Fast ML Science benchmarks takes a
step in this direction

— Tasks with well defined real-time system
and resource constraints

— Challenges for broader Al community w/
datasets and baseline models

2= Fermilab



Al for Fermilab user community

2= Fermilab
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Elastic analysis facility ecosystem

* Platform for rapid scientific analysis with modern web and container technologies

— Equipped with industry leading GPUs for Al training and inference

* Highly scalable, customizable computing infrastructure

— Capable of bursting up to O(100k) batch computing cores

Fermilab Elastic Analysis Facility Ecosystem

* External to Kubernetes

--------------------------- o___ .
) Reproduc_:lble lUP! /terHub ( D= \ ( \
HUb Environments ENAL HTCondor ! TupyterHUB ; ! SSH II
( DUVE  pBooNB_ cMsLpC e i
=/ /;\ [LATIAT] # ' \
Zamey 1
) | Distributed deep learning__ | o @ :
DeterminedAl model training e é( AL tConco | ., UsSERUI
4 DUNE o _
‘f_% %ﬁ . 8 HTCondor batch : Tupyter r
£ 5 : — submit  — !
BoeNE '6' A @ : —— dask
Data extraction ! - T
rviceX and delivery Dt \ /)
GPGrid ! V
i )
1
__________________________ ! Local Celoud) resources
NVIDIA GPUaaS inference \
TritonRT !
e o \ AF "seed’ of resources
Dask Clusters e, 7S
5 . (Ksbased) |  Dask o tonant
o model asl usters
Cabinetry building and analysis Gateway ) (HTCondor based)

https://eafjupyter.readthedocs.io/en/latest/index.html

2= Fermilab
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Al community @ Fermilab

* Bi weekly lab-wide Al meetings

— Discuss the latest development in Al and
cutting edge Al/ML projects across the lab

— Great avenue to learn and collaborate

— https://indico.fnal.gov/category/ 1446/

— Announcements: aimeetings@listserv.fnal.gov

* Al Jamboree
— Highlight current Al activities at the lab

— Panel discussions and Idea incubator

* Engage with broader Al and HEP community
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Wilson Hadll

ONE WEST

9 AM - 4:30 PM

Agenda:

Overview of Al & HEP
Example Applications
Panel Q&A

Idea Incubator:
Idea Incubator

Stick around for coffee and snacks and
share your Al work or discuss
interesting applications with experts
and enthusiasts by making an Al flyer!

Al JAMBOREE

10/2372023

LEARN MORE ABOUT THE Al ACTIVITIES AND PLANS AT FERMILA
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https://indico.fnal.gov/category/1446/
mailto:aimeetings@listserv.fnal.gov

Landscape of Al @Fermilab

Al for HEP science

' Using Fast, Efficient , Robust and Generalizable Al approaches

3F Fermilab
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Broad view of Fermilab Al efforts

Connect with the Al project office!

Collider Physics / Quantum
Computing

Accelerator Neutrino // ‘ uQ
Physics
Surrogate Inductive 7\ Accelerator

Active
1 ~ w_ ___/

Muon Physics _// > earning
y AN

Real-time \7\

Detectors & Controls

Particle Physics

Dark Matter & Simulation & Theory

Dark Energy

Learn more at: ai.fnal.gov
Subscribe to meeting announcements: aimeetings@listserv.fnal.gov.

3F Fermilab
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