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The Large Hadron Collider and the CMS experiment
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The Large Hadron Collider and the CMS experiment
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• CMS has >2300 authors (~6000 active members) 

• Fermilab has the largest number of active members, after 
CERN.    

• The U.S. CMS Collaboration (USCMS) is formed of 49 
U.S. Universities plus Fermilab, 425 authors, 1600 active 
members

• USCMS corresponds to ~30% of  CMS (PhD authors).

• Fermilab is the largest group in USCMS.   

CMS, USCMS and FNAL  
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US Institutes Contributing to CMS  
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Fermilab Leadership in CMS
2022 – 2024   Patty McBride

2016 – 2018   Joel Butler

2024 – 2026   Anadi Canepa

Elected as next deputy CMS spokesperson



7   FNAL CMS Program Overview

Diversity, Equity, Inclusion and Accessibility
CMS department at FNAL 
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Fermilab is the Host Laboratory for USCMS  

We manage the national programs: USCMS Operations  and Detector Upgrade Project and Accelerator 
Upgrade  

We host the national centers: 

 Remote Operation Center (First CMS ROC outside of CERN qualified 
for online shifts)  

 U.S. Tier-1 Center (Largest computing center outside of CERN)

 LHC Physics Center (Training resource for US institutes) 
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• Established center of excellence founded in 2004

• Co-coordinated by B. Jayatilaka (FNAL), K. Black (UW)

• Serves as an intellectual hub and provides resources for 500 

users and 90% of USCMS institutions

• Three thrusts

• Education (weekly seminars, classes for credit, conferences)

• Training (data analysis school, advanced tutorial, workshops)

• Users support (software and computing, shifts management 

and coordination)

LHC Physics Center
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Fermilab hosts 40% of the Tier-1 computing of CMS, 
and is the regional center to 7 U.S. Tier-2 sites

Fermilab is the analysis center of the U.S. with ~900 
researchers using analysis computing on-site per year

Fermilab is the regional computing center for U.S. CMS

We are onboarding dozens of new users every year

CMS Data Analysis School 2024
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Fermilab experts and scientists are responsible for the CMS 
software framework

● orchestrates 4 Million lines of C++ code and 1 Million lines of 
python into one application

● primarily algorithms to reconstruct detector signals

Fermilab experts and scientists are leading crucial R&D for HL-
LHC (starting in 2029): 

● GPU software
● HPC utilization (NERSC and LCFs)
● Columnar Analysis Facility using industry python tools

CMS will dominate on-site computing resources at Fermilab 
when the HL-LHC starts in 2029

Fermilab is the Intellectual Hub for U.S. CMS Software & Computing R&D
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World Leaders in AI/ML

Courtesy of N. Tran
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Higgs Discovery

Observation of Higgs production decaying to 
two photons

Explore the Higgs 
properties predicted 
by the Standard 
Model
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CMS is a general purpose detector allow us to explore a wide variety of particle 
production and their properties 



15   FNAL CMS Program Overview

Nearly 30% of Run 2 publications have a majority of  LPC 

contributors (~300 publications)
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HL-LHC Long Term Schedule You are here HL-LHC
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Challenges for the HL-LHC

HL-LHC will use more densely packed proton beams to increase the collision rate. 
On average we will have 140 collisions / crossing (designed to handle up to 200)

78 reconstructed vertices in an 
event from a high-pileup run 
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CMS Detector Upgrade for HL-LHC Our scope aligns with the lab’s unique capabilities in 
silicon- and scintillator-based detectors (trackers, 
calorimeters, timing detectors) trigger systems, 
ASIC development
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MIP Timing Detector (ETROC)
The MIP Timing Detector (MTD) adds precision timing 
information for charged tracks and will help reduce the 
effects of pile-up. 

Individual collisions within a bunch crossing occur at 
different times since the bunches, which are a few 
centimeters in length, take on order of a nanosecond to 
fully pass through each other even though they are 
traveling at nearly the speed of light. 
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Outer Tracker
New Si based tracker
OT instrumented with pT discriminating modules allowing 
for track selection at the L1 trigger
Inner tracker provided extended coverage in the forward 
regions (closer to the beam pipe) 
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High Granularity Calorimeter
The HGCal has  approximately six million silicon sensor channels and 
about four hundred thousand scintillator tiles readout with on-tile silicon-
photomultipliers.

In addition to measuring the energy and position of the energy deposits 
we can also measure the shower’s time of their arrival.
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HGCal: ECON
With over 6 million channels, the High Granularity Calorimeter for the CMS HL-
LHC upgrade requires the development of custom ASICs to provide on-detector 
data compression and selection for the trigger path (ECON-T) and data 
acquisition path (ECON-D). 

The ASICs, fabricated in 65 nm CMOS, are 
radiation tolerant up to 200 Mrad and designed to 
require low power consumption
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HGCal: Scintillator Tiles
Scintillator tiles will be produced at Fermilab and assembled 
onto “tileboards” using a robotic gantry
The tileboards will then be mounted on the cassette cooling 
plates



24   FNAL CMS Program Overview

HGCal: Cassette Assembly
HGCal cassettes will be 
assembled and tested at 
Fermilab and shipped to 
CERN for integration 
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CMS is designing an efficient data-processing hardware trigger that will 
utilize information from the high-granularity calorimeter, tracker, and muon 
detectors.

Trigger data analysis will be performed through sophisticated algorithms 
such as particle flow reconstruction, including the widespread use of 
Machine Learning.

Level-1 Trigger

The Calorimter trigger combines 
active cells into clusters

The Correlater trigger combines 
input from each sub system  

The Global trigger issues final L1 
trigger decision
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Planning for the Future

HL-LHC operations expected to end in 2041

Need to engage in planning and R&D for the 
next collider 
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The DC Trip

69 participants, met with 384 offices (out of 538)
Advocate for the FY25 budget / presented the new P5 plan

The P5 plan is an important tool demonstrating coordinated 
unity and an thoughtful vision of the future 
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Conclusions

The Fermilab CMS Department has a long history of engagement on CMS and has developed a 
well balanced program that covers detector development, commissioning, operations, physics 
analysis, management, and planning for the future

Fermilab is the host lab for USCMS and supports the HEP community with the LHC Physics 
Center, Remote Operations Center, and Tier 1 computing

The detector upgrades for the HL-LHC require innovative designs and new computing techniques 
(ML/AI) to mitigate high pileup and to process more complex event topologies

Plenty of interesting technology to get involved in and to build up your experience (students, 
postdocs, technicians, engineers, faculty…)    

The P5 report is an effective tool used to advocate for funding and demonstrates we have a 
comprehensive plan for the future

Planning for the future (post HL-LHC) has started...  
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