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Introduction

● ATLAS is currently taking data for the 
LHC Run 3
○ We just published a paper on our Run3 

software
● But in parallel, working hard to 

prepare for HL-LHC (2029, though 
discussion of a possible ~6 month 
delay)
○ Have previously mentioned our roadmap 

document
■ Work starting on TDR, planning to publish 

next year
○ Many technology demonstrators

■ See later…
○ Next gen trigger project is ramping up

■ https://nextgentriggers.web.cern.ch/wp2/

https://arxiv.org/abs/2404.06335
https://cds.cern.ch/record/2800627/files/ATL-COM-SOFT-2022-003.pdf
https://nextgentriggers.web.cern.ch/wp2/
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Milestones

● ATLAS tracks progress 
with extensive list of 
milestones

● Have “Road to Run 4” 
meetings every ~6 
months to check on 
progress
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Demonstrators

● ATLAS also has ~30 
demonstrators 
○ Idea is that these will help inform 

the TDR
● Most of these have been 

submitted to CHEP
● In the next slides, I will 

highlight a few…
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Demonstrators(2)

● Traccc is the ACTS 
demonstrator for Tracking on 
accelerators

● Can run on the 
“OpenDataDetector” and 
gives reasonable results 
(even without optimisation)

● … and also now on ATLAS’s 
ITk (HLK-LHC tracker)

Update from Attika Krasznahorkay in ATLAS S&C week 78

https://github.com/acts-project/traccc
https://indico.cern.ch/event/1410793/contributions/5930054/attachments/2872109/5028693/traccc%20Development%20Update%202024.06.06..pdf
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Demonstrators(3)

RNTuple demonstrator
● ATLAS has RNTuple support for all 

official formats, e.g. HITS, RDO, ESD, 
AOD, DAOD etc

○ ACAT presentation

Event Augmentation
● Adds ability to add custom data for 

subset of events, for particular analysis
● On demand reading, in order not to 

impact other workflow 
○ ATL-SOFT-PROC-2023-003

GPU-based TopoCluster reconstruction
● Topo Cluster is one of the most 

resource demanding algorithms for 
HLTCalo in Run ⅔

○ doi:10.1088/1742-6596/2438/1/012044

https://indico.cern.ch/event/1330797/contributions/5796492/
https://cds.cern.ch/record/2866625
https://inspirehep.net/files/5ef750126fe01c88fc1b7507b8ac129f
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Resources

● Hopefully these computing model 
plots are familiar now!

● Will be updating these soon™, 
adding GPUs for the first time
○ Requires estimates from each area for 

how much work they think can be done 
on a GPU

○ Requires model for incorporating GPUs 
into the resource estimates

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/UPGRADE/CERN-LHCC-2022-005/
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/UPGRADE/CERN-LHCC-2022-005/
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ATLAS feedback

General
● ATLAS is grateful for HEP-CCE’s 

awareness of our timeline and needs 
○ e.g. in Paolo’s talk at a recent ATLAS 

S&C week, he linked our R2R4 
milestones to HEP-CCE goals

● Focus on usability, and real-world 
applications is great!

https://indico.cern.ch/event/1334594/contributions/5923735/attachments/2869887/5024289/HEP-CCE%20Phase%202.pdf
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ATLAS feedback (2)

PAW
● Good example of activity that is very nicely 

focused on real world applications
● Tasks and plan for next year(s) looks both 

interesting and feasible/realistic
● “Our” Traccc is getting closer to production 

quality. 
○ We think that this might be good to add this 

as a mini-app? 
● We also support the idea of using an ATLAS 

HPC workflow
○ We regularly run on HPC systems, so we 

know this works well!
○ Update: I gather from Charles’ slides 

earlier this is happening? Great!
Charles's talk at BNL workshop

https://indico.fnal.gov/event/65024/contributions/295404/attachments/179967/246236/2024%20CCE%20All%20Hands%20PAW%20Early%20Achievements.pdf
https://docs.google.com/presentation/d/1SB0mohjZFEaU0c18gek-M8ubvY8pwFhaKBH4ByjOLj8/edit#slide=id.g2c3ad8798c3_0_184
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ATLAS feedback (3)

SOP
● Again, effort seems nicely focussed 

on real-world practicality 
○ i.e. actionable results

● ATLAS is expecting RNTuple to be 
vitally important in Run-4, so we 
strongly support the SOP efforts 
here e.g.
○ RNTuple workshop
○ RNTuple API review

● Interested to see the outcome of 
other investigations, e.g. metadata, 
compression and object stores

Peter's summary at CAF

https://indico.cern.ch/event/1303499/
https://indico.fnal.gov/event/65302/
https://indico.cern.ch/event/1329688/contributions/5597302/attachments/2833377/4952726/HEP-CCE_SOP.pdf
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ATLAS feedback (4)

SIM
● Not so obvious what has been happening in this 

area
○ Perhaps the work could be better 

publicised? 
○ (I heard from Julien Esseiva about work on 

optical physics/Orange)
● ATLAS has been working on Celeritas integration

○ Planning hackathon in October 

SML
● Recent meeting discussing Simulation based 

inference in ATLAS 
(“ATLAS Data Analysis using a Parallel 
Workflow on Distributed Cloud-based 
Services with GPUs” paper)

● Given expected increasing importance of ML in 
Run4, of definite interest to ATLAS

Slides from Davide Costanzo (in ATLAS 
simulation meeting)

https://indico.cern.ch/event/1434404/overview
https://indico.fnal.gov/event/63942/
https://cds.cern.ch/record/2869862/files/ATL-SOFT-PROC-2023-023.pdf
https://indico.cern.ch/event/1436417/contributions/6044577/attachments/2897959/5081285/SimulationMeeting-20240716.pdf
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Conclusions

ATLAS strongly supports the HEP-CCE efforts

Some areas apparently already very active, some .. there is apparently work 
ongoing, but not-so well publicised (regular summary talks are very useful).

We look forward to seeing 


