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UK HEP computing infrastructure

e GridPP: Provides the compute, disk, tape needed to operate PP experiments.
As well as the software fabric and support needed to run the experiment payloads.

e [RIS: set up to bring coherence, collaboration, coordination and sharing across all of
STFC (Smaller experiments, astronomy, facilities)

e DIRAC: UK high performance computing facility supporting STFC theory users

Physical hardware is only part of the expense. We should remember about
the staff effort to support the infrastructure!

UKRI Digital Research Infrastructure:

e [arge investments in Al machines, e.g. Isambard Al (which is useful for Al!)
o .... but mainly GPU based and so not applicable to HEP production computing

e Not necessarily in sync with the needs from the PP community

e Alarge HPC may not suit PP requirements
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Timeline and history

Scope 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029

g LHC Global | Run-2 LS2 Run-3 Ls3 Run-4
g WLCG Global Global coordination of requirements, resources, policies, networking, security, etc.
E S
g GridPP UK GridPP5 GridPP6 GridPP7
M—‘E IRIS-UK UK |ukTo IRIS 4yr x £4m IRIS...
-lg ATLAS-CMS | Global | S&C Conceptual Design S&C Technical Design S&C deployment Operation
g LHCb Global | S&CTDR S&C deployment Operation and Upgrade 2 preparation
g)- DUNE Global Protodune S&C CDR :‘r:t:lziﬁzl DUNE implementation and deployment Operation
u><J Others Global Experiments common software infrastructure design and development (neutrino, dark matter, etc)
HSF Global HEP Software Forum: White Paper --> Working Groups --> Community Meetings --->
o NSF USA S212 IRIS-HEP IRIS-HEP (Phase 2)
§ DOE USA HEP-CCE CCE
%’ STFC UK ECHEP
A Excalibur | UK Excalibur ExaTEPP ??
STFC UK SWIFTHEP-1 SWIFTHEP-1.5 SWIFT-HEP2
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Multi-experiment software development

The UK Particle Physics Technology Advisory Panel (PPTAP) (link) 2021

[34] Likewise within software and computing the UK has significant leadership in a significant number of important areas, including in
exploitation of computing accelerators, exploitation of low power compute units, computing operations, enabling software and computing,
reconstruction algorithms, software framework development, development of cross- experiment development tools, use of HPC and
development of collision simulation/generation programmes.

Layer Domain Experiment 1 Experiment2 Experiment 3
6 Physicists Analysis code

Experiment Physicists Analysis framework. %

5 programmer and software |Simulation, Reconstruction, %

engineers Calibration Code 2

o c

4 E(poriinsnlisefhyare Software Frameworks 2

Engineers S

o

()

3 Common Software Common software components ;_

HSF / SWIFT-HEP (Data management, Generators, Geant4, Accelerator integration) 3

(@)

£

2 GridPP / WLCG Middleware infrastructure for Distributed Computing 28
1 GridPP / WLCG Physical Hardware
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https://www.ukri.org/about-us/stfc/how-we-are-governed/advisory-boards/particle-physics-technology-advisory-panel-pptap/

Some results from community surveys

Particle Physics Technology Advisory Panel (PPTAP) 2021
(RTP= Research Technical Professional)
How should RTPs time be spread?

I None of theirtime [l Some of their time B Half of their time [l Most of their time
B Al of their time

6.3% .
Supporting a single o 56.3%
experiment s 12.5%

.0%
0.0%

Multiple experiments 23.5% S
/ cross-cutting E1 7-—.6% L

0.0%

5.9%
Generic scientific n 64.7%
: 11.8%
computing software 17.6%

0.0%

0.0% 20.0% 40.0% 60.0% 80.0%

Particle Physics Advisory Panel (PPAP) 2024

Q: Key infrastructure requirements
Most people said computing resources are adequate

More Research Software Engineers are needed
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Al-generated particle physics community meeting
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Current UK HEP software projects

SWIFT-HEP (5 FTE) ExaTEPP (3 FTE)

Software Infrastructure for HEP Exascale software for PP
Sheffield (PI) Sheffield (PI)

Bristol Edinburgh

Imperial College Swansea

Manchester Warwick

Warwick Hartree Centre (Daresbury Lab)
UCL

Rutherford Lab (PPD and SCD divisions)
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External
Collaborators

WLCG/HSF

GridPP

IRIS-HEP, CCE
(USA)

Other
international
initiatives

Industrial
partners

- -

SWIFT-HEP work packages
-
- it -
WPO: il
Management - -
WP1: Distributed WP2: Event
systems and Generators
analysis
WP3: Simulation | | WP4:
Trigger/Reco

Advisory Board
(Experiments:
LHC, DUNE, ...)

- -

WG: Al, ML and emerging tech

WG: Heterogeneous computing

Training and skills
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Oversight
committee

SWIFT-HEP and UK DRI

What does SWIFT-HEP do?

5 FTE. Funded from September 2020 until
2025 (so far) - £2.5M

Part fund people at Universities and
national Labs to match with other projects

Overall about 10 people funded directly by
SWIFT-HEP

Slow ramp up due to recruitment difficulties
(especially WP1 and WP4)
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Software improvements. An example from event generators

e FEvent generators are a key ingredient at the LHC UCL, Glasgow, Durham
o  Higher precision generators needed for high precision physics Chris, GUtSChO\,N ot al
o Not just the LHC, also neutrino physics (e.g. Genie) EPJ C82 (2022) 12 ’

e Same physics results with less computing (more info)
o Example from Sherpa (possible thanks to SWIFT-HEP funding)

EW irt +scales+152 PDFs BN phasespace WM tree-level ME B PDF
¥ B clustering loop ME rest+overhead

T llllllll T lllllll' T Illlllll I l l I

Ls (LC)-MC@NLO [~ A _

MEPS@NLO baseline [— @

L pilot run [— ® - —‘
L (LC)-MC@NLO-CSS [~ . -
Ls MCFM [— A d -
L pilot scale [— A d -

pp — et e~ +0,1,2/@NLO+3,4,5/@LO (5000 events)
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https://indico.cern.ch/event/1184802/contributions/5096740/subcontributions/401780/attachments/2539757/4371902/cg_swiftHepUpdateNov2022.pdf
https://arxiv.org/abs/2209.00843

Simulation and GPUs (SWIFT-HEP + ExaTEPP)

A significant fraction of WLCG CPU time is spent simulating events  Warwick, Sheffield, Manchester
(and a lot of it is EM showers)

Great collaboration with Celeritas (and AdePT) - See next talk
Development of common interfaces CelerAdePT (Ben Morgan)
Recent hackathon with Seth and Elliott

GPU-based
, specialized
Deliverable: e- e+ entering NLELLCH
API, data structures, and workflows for implementing S oAy simulator
GPU-based scoring in AdePT/Celeritas i -
Working in collaboration with ATLAS (Hackathon in October) Geantd [ 000
on CPU m%u

energy
depositions +

Work initiated in evaluating Mitsuba for optical photons

particles exiting
calorimeter
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Trigger/Reco work package

Run HLT software on FPGAs (S. Harper et al, mostly for CMS ECAL now) RAL, Warwick, Sussex
Very early R&D, requires mastering HLS coding

Traccc: integrating the Alpaka framework (S. Martin-Haugh, R. Cross, et al)
Cuda vs Alpaka-cuda are similar
HIP still under development

Processing Time Per Event

102 4

10! 4

Time (ms)

100 4

T T T T T T T
0 50 100 150 200 250 300
Dataset (ttbar_muX)
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Analysis grand challenge on UK infrastructure

Bristol, RAL, Imperial, Brunel

Data lake to
DIRAC (via
Rucio)

VL UEUELGEWE
facility

DIRAC Viatags
workflow (slide 26)

REST manager
API

Specify resource requirements
per analysis component

FileCatalog? (portability) o

Dask to DIRAC

. Connect to data
interface

Caching at
analysis step
level

lake (cachin
(dask-dirac) o ( |g)e

Closest example of what we want to achieve: Dask-based Distributed Analysis Facility

(kubernetes slides) _
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https://github.com/SWIFT-HEP/dask-dirac
https://indico.cern.ch/event/1107386/contributions/4827830/attachments/2438557/4176958/DIRAC_WMS_Resources_2022.pdf
https://indico.cern.ch/event/1132360/contributions/4759822/attachments/2415720/4133601/Distributed%20Dask-based%20national%20facility%20at%20INFN%20-%20HSF%20-%20Mar%202022.pdf
https://indico.cern.ch/event/813749/contributions/3932529/attachments/2070924/3476556/gdb-k8s_2.pdf

ExaTEPP example: Quantum field theory on a lattice

Solve lattice field theories on a 4D lattice of points

Lots of matrix algebra. Large lattices require large GPU calculations across multiple nodes

(co-design as part of DIRAC)

et A
s ® o—»—o\.o .
links
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The DIRAC HPC Facility

Memory Intensive
“COSMAS8”
(Durham)

e 528 TB RAM

e Large-scale
cosmological simulations

S
Data Intensive =
“DlaL” (Leicester) : ,
 Heterogeneous =iy

architecture for complex ﬂ_
- E . ewlett Packard
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workflows
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Scaling
“Tursa”

(Edinburgh)
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Ongoing phase. SWIFT-HEP 1.5 (April 2024 - September 2025)

D1.1 SSD storage to accelerate Data Transfer Month 1-6
D1.2 SSD storage to accelerate Data processing Month 6-12
D1.3 Benchmarking new workflows on different QoS Month 6-18
D1.4 Deployment of an analysis facility on GridPP infrastr Month 6-18
D2.7 Review of performance bottlenecks in EvGen Including interface formats (e.g. LHE, HepMC) Month 1-4
D2.8 Develop a flexible, efficient and compressed event format and generator interface code release (e.g. HepMC) Month 4-18
D3.4 Integration of GPU-based EM transport and scoring in ATLAS simulation with performance metrics Month 1-18
D3.5 API, data structures, and workflows for implementing GPU-based scoring in AdePT/Celeritas Month 1-18
D3.6 Customisable optical photon propagation with Mitsuba fully integrated in Geant4. Month 1-18
D4.7 Report on the performance of the ECAL algorithm using HLS language Month 1-18
D4.8 Full functionality of traccc within ACTS using Alpaka Month 1-12
D4.9 Prototype developments using SYCL/oneAPI Month 12-18
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Planning: SWIFT-HEP 2.0 (October 25 to ?7?)

We submitted a “Statement of Interest” at the end of April (3 pages)

3 scenarios: minimum (5 FTE, 0.6M&£/year), core (8 FTE 1M£/year), desired (16 FTE 2M£/year)
Reviewed by Science Board in June

We were then asked to define the minimum scenario for 2 years (Oct 2025 - Sep 2027)
Recommendation to request funding as part of the

Digital Research Infrastructure initiative (DRI) - See following slides

7 work packages (core/desired), 4 work packages (minimum)

WP1 Distributed systems and analysis

WP2 Event generators

WP3 Simulation of particle interactions with matter

WP4 Reconstruction algorithms

WP5 Benchmarking and sustainability

WP6 Software frameworks for future experiments

WP7 Artificial intelligence tools and emerging technologies

Al work not very well defined. Starting a working group on Al (kick off in October)
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Digital Research Infrastructure - UKRI

S

DATA
INFRASTRUCTURE

Data infrastructure
is essential to the
research and
innovation
ecosystem,
fundamental to
advances in areas
such as data
science and Al.
Data should be
findable,
accessible,
shareable,
reproducible and
secure.

HEP-CCE All hads meeting. Berkeley

DRI THEMES

Interconnected priorities

LARGE SCALE
COMPUTING (LSC)

LSC underpins the
research
breakthroughs
needed to address
the key scientific
and societal
questions of the
next five years and
beyond through
data and
compute-intensive
research. UKRI
seeks to facilitate
the use of LSC
across all research
domains

UKRI will work with
partners to provide
secure and trusted
data services for
research use of
sensitive data
(generated through
research and from
elsewhere) and the
tools for
researchers,
innovators,
decision-makers,
and ultimately
society to benefit.

SWIFT-HEP and UK DRI

SKILLS AND CAREER
PATHWAYS

Quality training is
necessary to
exploit the
opportunities
presented by DRI.
This requires a
new approach to
engaging,
developing and
retaining expertise,
as well as
supporting
rewarding,
sustainable and
flexible career
pathways.

We aim to connect
our data,
computers, and
people by
developing
essential
resources. By
establishing and
upkeeping a range
of foundational
tools, UKRI seeks
to support the
entire UK research
and innovation
community.

Davide Costanzo



The ExXCALIBUR programme

A UK programme to develop Exascale software algorithms.

(Ending in March 2025, a new programme expected in October 25)
ExaTEPP: Exascale software for Theoretical and Experimental Particle Physics

Use Particles at Turbulence o :
SysGenX the at the R S ExaTePP ExaHypPe
cases Cambridge Exascale Exascale Sheffield Durham
UCL Imperial
Domain
cross Coupling Imaging Specific A?;::i‘tt::s
H Cambrid, ucL Languages
Cutt'ng ki E;ﬁbu,%h Strathclyde
Policy
= . Biomolecul
Emerging Biolmaging. =y ar
H Cambridge
Requirements -

Biomedical

Hutton Simulation ucCL

Institute Leeds

RSE Ki

Hardware and Enabling Software

13 Testbeds (with further two about to be funded)
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Things | would like to learn this week

New ideas on how to improve the way we organise things
e | like the “all-hands” concept (though it requires parallel sessions)
e Project management and how to monitor deliverables
e How to go from R&D to experiment deployment? Who is in charge?
o

How do you define Al and how to introduce it in HEP workflows?
e |n a useful and meaningful way
e In the light of large “Al machines” being commissioned

HPCs (or large scale computing) and their limitations and usage
e |Interaction with other non-HEP communities

e [arge HPCs being commissioned in the UK (e.g. IsambardAl in Bristol)

Approaches to training, skills, career development
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Conclusions and lessons learned

It’s all about people

e Recruiting and retaining staff is the most difficult part of the job
We can only recruit integer people for longer term (possibly “open ended”)

o
e People have careers and they have options outside HEP and research
o

Research  Software Engineers (RSE) pools are

provided we can retain (and fund!) people for longer periods of time

The distributed model is our way of work
e Mixture of staff at universities, national labs (RAL PPD and SCD)

Money is always tight. There is no magic money tree

e HEP needs software

and  computing.

(But it’s tensioned against other needs! )

e Lot of effort to write proposals, reviews, documents. Better project management?

“Thou shall use GPUSs” (they are the solution to all problems, right?)

There are other communities out there

e \With different problems and ways of working. We need to continue making our case

HEP-CCE All hads meeting. Berkeley

SWIFT-HEP and UK DRI

This

IS

a

good working model

now

loud and

Davide Costanzo

clear.



