
Elastic Analysis Facility:  a JupyterHub-based deployment

• Originally standalone Jupyter Notebooks
• Evolved to a self-hosted, multi-user platform 

for hosting multiple notebooks, kernels and 
highly customizable environments.

• Can be deployed in multiple platforms 
including Cloud, on prem and Kubernetes.

ü Implements authentication, login pages and token-based roles
ü Tracks activity and does effective resource management
ü Proxying is done behind the scenes
ü Pseudo-interactive (not HPC or HTPC): launches container on single node
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A JupyterHub-based deployment - Login and Auth

• Accessible from the Lab network or via VPN
• Login with SSO
• UID/GID is propagated to the notebook in order to preserve permissions
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Documentation: eafjupyter.readthedocs.io

eafjupyter.readthedocs.io


Support
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A JupyterHub-based deployment - Current Catalog



• CPU nodes
– 8 cores guaranteed but full node (68-126) cores available when idle
– 64 GB memory 

• GPU nodes
– A100s sliced into 10GB, 20GB, 40GB fractions using Nvidia MiG (full A100 is 80 GB)
– Up to 90 GB memory

Resources
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GPU nodes
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• CPU nodes (5 nodes, but can add more)
– 8 cores guaranteed but full node (68-126) cores available when idle
– 64 GB memory 

• GPU nodes (11 nodes, 26 GPUs)
– A100s sliced into 10GB, 20GB, 40GB fractions using Nvidia MiG (full A100 is 80 GB)
– Up to 90 GB memory

• Storage
– 24 GB EAF user disk (NVMe)
– 10 TB shared scratch space (Ceph)
– /nashome mounted
– /exp (experiment areas) mounted
– CVMFS areas mounted
– Can mount additional Ceph areas

• Access to batch
– JobSub (condor_submit if CMS) 

 

Resources
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• Curated images
• Mamba (anaconda) and pip
• Binder (build-your-own images) can be deployed if needed
• VS Code integration

User Customization
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• Yes, if:
– You need a single node/GPU or you need a front-end to HTPC batch systems
– You are comfortable with notebooks or the web-based terminal

• No, if:
– You are running multinode jobs (leveraging MPI, multiple GPUs for training, etc.)*
– You want to continue to use Slurm as a batch/HPC scheduler*
– You absolutely need to use ssh for a pure CLI experience

* We are doing R&D on adding a Slurm GPU-focused minicluster inside EAF to cover these use cases

Is EAF a good fit for you as a WC user?


