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CMS LPC User jobs

« CMS as a whole has a fairly complex infrastructure, users often want
to know:

@
o Are my jobs running? x
® Why aren't they running?l_,_fi;{f @ 0
e Where and how did they fail? "’&—q
 Jobs are submitted through local cmslpc interactive HTCondor, or

through grid via CRAB (CMS Remote Analysis Builder) or via CMS
Connect (HTCondor)

® Note the CRAB and CMS Connect access the whole of the CMS computing
grid (which includes opportunistic space on FNAL Tier1 as well as User Tier3

@ Only users with FNAL computing accounts access cmslpc
(T3_US_FNALLPC - Tier3) HTCondor batch nodes from any source

o CMS grid certificate used for grid job authentication (needed as well for most
remote file reading), must also be stored in local database

« Scale:

® 723 unique users logged in interactively 2023-2024 (. Xauthority)
® 480 unique users running cmslpc batch 2023-2024 (HTCondor landscape)
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https://twiki.cern.ch/twiki/bin/view/CMSPublic/SWGuideCrab

CMS LPC monitoring :

» https://uscms.org/uscms_at_work/physics/computing/
status/index.shtml collection of monitoring links useful

to CMS LPC users at FNAL
 https://landscape.fnal.goVv/Ipc (authenticate CMS grid certificate)
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https://uscms.org/uscms_at_work/physics/computing/status/index.shtml
https://uscms.org/uscms_at_work/physics/computing/status/index.shtml
https://landscape.fnal.gov/lpc

Claimed CPUs by User 4

(note - normally
black background)
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* From "LPC Ultilization"

© What we show management (US CMS group leads; funding)
e Dip due to a bug in schedulers fixed Monday
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https://landscape.fnal.gov/lpc/d/000000109/grid-utilization

Are my jobs running?

« cmslpc HTCondor or CMS connect: many users just use
command line checks like condor g

® https://luscms.org/uscms_at_work/computing/setup/

batch_troubleshoot.shtml#Troubleshooting describes useful
troubleshooting techniques for cmslpc

o Unfortunately recent HTCondor software update removed CPU Time
and Memory reporting

@ Landscape User Batch Summary (example)
« CRAB command line: crab status

crab status -d crabsubmit/crab_cmsdas_minbias_test0

CRAB project directory: /uscms_data/d3/username/cmsdas/CMSSW_13_0_13_mcgen/src/crabsubmit/
crab_cmsdas_minbias_test0

Task name: 231110_212908:username_crab_cmsdas_minbias_test0

Grid scheduler - Task Worker: crab3@vocms@198.cern.ch - crab-prod-tw0l

Status on the CRAB server: SUBMITTED

Task URL to use for HELP: https://cmsweb.cern.ch/crabserver/ui/task/
231110_212908%3Ausername_crab_cmsdas_minbias_test0

Dashboard monitoring URL: https://monit-grafana.cern.ch/d/cmsTMDetail/cms—task—-monitoring-task-view?
orgld=11&var—-user=username&var—task=231110_212908%3Ausername_crab_cmsdas_minbias_test0&from=1699648148000&to=now
Status on the scheduler: SUBMITTED

.
— |

Jobs status: idle 100.0% (10/10) not yet running | {3V
-

No publication information available yet
Log file is /uscms_data/d3/username/cmsdas/CMSSW_13_0_13_mcgen/src/crabsubmit/crab_cmsdas_minbias_test@/crab. log
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https://uscms.org/uscms_at_work/computing/setup/batch_troubleshoot.shtml#Troubleshooting
https://uscms.org/uscms_at_work/computing/setup/batch_troubleshoot.shtml#Troubleshooting
https://landscape.fnal.gov/lpc/d/000000171/user-batch-summary?orgId=1&refresh=5m&var-cluster=cms-lpc&var-user=cmadrid&from=now-7d&to=now

Example of CRAB dashboard

ede 5] | 15 cM5 Task Monitoring - Tas<Vie X+ Job/user from all of CMS chosen at random w

. C QO A& htpsyjmenit-grafana.car.ch/djcmsTMDetalllems-task gy Q. Search ® © O @ @ W & =

) 3l CMS ~ Q. Search or iump t¢ B ema+k + ~ D R @

= Home » DBash.. » Production » CMS Task Monitoring-... w <o : A
+ 3E CMS Tasks Monitoring GlobalView 88 Personal Tasks Menitoring GlobalView @ CRAB UI
lagk name:

240723_204259:
> Instructions /7 pan=i)

~ Task Summary

Job states - lastretry only Job slates - all retries
total percentage C};‘_‘:‘j" total percentage
pending a 0% pending 0 0%
postProc 3 (54 postProc 3 4% =
we finithed 0 13% - finis=ad 10 13% @
— faling ] /% — talled 6 8% vy
— Running 61 76% — Running 61 76%g "QQ,

z
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CRAB user dashboard 2 7

Depending on the error code, CRAB will automatically
retry jobs. This particular analysis went to US sites.

+ Jobs by Execution Site - last retry only

Completed Jobs (in final state) finished (OK) Jobs é

FAILED Jobs vl

&

we T2 US Neoraska 2 w T2 US Wiszensin <
T1 US FNAL i T2 US Forida 1
T2_J5_Caltech 1 T2 US_UCSD 1

“. we T2 US Wiscorsin a
w= 12 US Florida

a

T2 US UCSD é

we T2 US Furduc 2 = T2 US Florida 1
w T2 US MNcbrocka 2 - T2 US MIT
we T1_US_FNAL 2

=2 U5 vanderbll: 1 RUNNING Johs @ FAILED Jobs : by ExitCode
w2 US MIT 1 x
w 2 _US Caltech 1

\‘1’

Where did the job process? (e

we T1_US_I NAI s - HOZ1 5
12_LUS_MIT H 50560 1
T2 LS _Nebraska - "/

”
we 12_L15_Caltech A .
- 17 LS Vanderhilt ¢ B - |

Marguerite B. Tonjes CMS User Monitoring at the LPC July 24, 2024



CRAB user dashboard list

« User can click on JoblLog to look at analysis stdout/
stderr. ExitCodes have a reference (8021: file read error)

* PostJob is the transfer: handled centrally by FTS (File
Transfer Service) from a temporary location on the remote
processing site to the final file destination

~ Jobs Table - |ast retry only

Id ~ Retry Status Suilw Fitran Walilima
Ll firishad 204522 Juk23 JUl-23 27:04°0€ 021739
o2 0 firishad 3822 Juk233004837 Jul-33 2°:04 50 031823

w
-3 @ fivish 22 ' A-33 24:04.2 0717 58
04 0 firishad 3:4E22 Jak23 208557 Jul+%3 2°:03:4% 051722
-5 finishee 22 123 20043 -3 ] 2:03.2F 071659
- - il . Jid=g K PA - J 2
0 e 1:19:3 129 5191:35 =53 23:04:25 0L52:5%0
fa ltd"ﬁ‘
L4
0 B nrirg o UE27 29140004 127 214550 072:0007
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FritCoxda Start
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Overall CRAB dashboard for example

< = O 8 ntpsyjmonit-grafans cem.ch/c/15468761344 parsons 53 Q Search DO O @& m N

G’ [ CMS ~ Q Search or jump Lo... & crd=k 4+ - @G A

Home > Da.. > Flayground > Personal lasks Mo.. 13 o

seiec:user [N  ste Alv sk Al Fites  + same example user - more job listings

lotal jobs by user

User Total finished failed removed

— s I
Task for user kypark @ -fﬂé% *
= ...f

Task Total unsubmitted finished failed removed

240722142552 [ 7024 07.22-09_25 5 -119 _
240722 142353 | 2024 07 22-09 25 5 -217 m
2407221423522 [ 024 07.22-09_25 5 -285 m_ -
2a0?22_142509_2024_07_22-09_24 5 -12
24077 7_14;45&_0?4_07_77-09_?4 B -2 -

240722142437, (A 2024 07 22-08.24 5 -18 _ -
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CRAB Ul (check jOb specifics)

o
[l

C O 8

ittpsyjcmsweb.cern.ch/crabserveruitask240723_2 g Q. Search 7,

I5 S Task Monitor ing - Tas< vir X 15 personal Tasks Mznitor ng Gl CRAGMaonItor b + L

240723 _204259 _2n:n24_0;‘_23-1:,_42 ®  prod ~ Go

Main Tas4 Info
Task Info
name

Im_taskname
im_activity
im_task_status
im_task_commanag
im_start_tma
tm_start_injection
im_erc_injection
1m_task_failure
tm_job_sw
im_job_arch

im_input_cataset
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Canfig PSet

Tas4<Workar Ing Upload log Script Exe Transfer \nfo

value

240723 2042::9._ 2024 Q7 23-15 42
None

SUEBMITTED

SUBMIT

2024-07-23 20:42:55.709219

None

2024-07-23 20:44:08.72823"

None

CMSSW "0 6 25

sic7_amdB4_gce700 | running in apptainer
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Why have my jobs failed HTCondor?

Failed to run or failed to finish properly? ®

® S0 many possibilities:

Asked for too much Memory per job and few groups of slots on machines
available

Crashed in remote dataset
Went over limits (48 hours; 40GB local space, etc.)

Failed to transfer output (they're over quota; rarer disk error at the LPC;
problem with FTS/transfer from grid site)

Failed to read some/all files (problem at site; user(s) read too many times in
parallel same file and overloaded network; parsed input wrong; file on tape
and not disk, ...)

User error
etc...

o Note that CRAB produces error codes for various cases which can be
used to debug many problems (not full number range for each)

1 -512 (Unix); 7000 - 9000 (CMSSW exit codes); 10000 - 19999 (environment

setup); 50000 - 59999 (executable); 60000 - 69999 (staging out); 70000 -

79999 (WMAgent - job transfer); 80000-99999 (CRAB and other: only 6)
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HTCondor troubleshooting

» Typically we tell people to check condor g -better-
analyze and .stdout/.stderr

® General recommendation to put the following in .stdout:

echo "Starting job on " “date” #Date/time of start of job
echo "Running on: “uname -a " #Condor job is running on this node
echo "System software: “cat /etc/redhat-release™ " #Operating System job is running in

« Some users developed their own job management scripts

* The coffea (columnar analysis) workflow has its own
job monitoring for dask (coffea-casa; Purdue)

i# Task Stream X |+ i® Workers Memory X |+ i Cluster Map X |+

Task Stream Bytes stored per worker

 m §__°°°

1 T T 1
00 812,70 0150200250303
01/01 05s 10s 15s 20s 25s 0 °l2, M/C;,s Gi5° GF0GiE% 65065 PG

example from: Dmitry Kondratyev (Purdue University (US)) (from LPC tutorial on dask)
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https://github.com/kpedro88/CondorProduction
https://coffeateam.github.io/coffea/
https://coffea-casa.readthedocs.io/en/latest/cc_metrics.html
https://analysis-facility.physics.purdue.edu/en/latest/doc-dask-gateway.html

CMS LPC Landscape User job
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memory and CPU time missing: HTCondor bug :(
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Too much memory

33 General /Why Are My Jobs Held? & =3 ks [ 8 O lasadhwrs - S 3 - @

U‘..i.n. -

Update June 2024

This now shows jobs that wees nkizly 92ic It 13 tme 2nDe sslectnd In & upgers g7 corter. rather than socm ng jobs thae aoe “curreilly Feld.

F Tecathahooteg
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- n b
Helo Joba

Zemestamp kb ~ HadReason HokReasonCode HodReasonSubCode Machine AT N ac lweD
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Frequently: Cannot Access Data

* Note many users use xrootd: which gives Any Data, Any Time,
Anywhere

o Important factor is that software needs fallback built in (CMSSW)

« We have a Data Aggregation Service (web based and command
line) to locate data/Monte Carlo and understand what and where
it is and if it's valid

« Can check the CMS Site Status Board to check outages (sites are
clickable) - also tells you status of remote compute resources

7 & hitps:lcmsant

vocli.cern.chisitaS iyt summarg. bim e 2 Search = 0O ©

also number of site tickets CMS Site Status Summary (We, 2024-Jul-24 00:24 GMT)

Sitename \ GGUS  Prev. Month Previous Yeek Yesterday uTc 'l‘oday
TO_CH_CTRN R e e T T e e T E I TR I I NI
TI_DE KIT b (oMbt bbb e o b i e Jih L)

T1 ES PIC \||Il||I|||II|I|III|I|I|I||I|I|nlu|I|||||nllull|||n|I.....l....“.....l.....l..... lovenl

T1 PR CCIN2P3 I T LY T YT RN TN Y SO R IO ik ik
TI_IT_CNAF 2 (e GHNSAR ARSARRARRAU UL Y

T1 RU JINR (O (HTRTRTTHT (P TR P PP PR Y T BT I SR
T1_UK_RAL AR (L0 oo e oo M o MR .t e e
T1_US_FNAL NI TN T (Y T YR T £ TN L I [ T ' lllll l o SRR
T2 AT Vicana e e etk bonboe b e i, A i

T2_BE_IIHE L T T T R T R T R AT lulnummumnwmuuuummmuu
12 BE UCL [IinnllnmlIunlllﬂwlJ ALl .. Y T
T2_BR_SPRACE ![I||||I|I|l||||l||||||I|||||I| ARSI NAAEI AR . o 1ot veet e
T2_BR_UERJ illIIII||IIIII|IIIII|II|II|I|||I1||||||I||l|||||||i|lhl Wkl Jl Jaa . RN,
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https://cmssst.web.cern.ch/siteStatus/summary.html

Disk & node health

| find users don't show me they have checked disk/node
health in troubleshooting
@ They like to open tickets and blame sites "

@ Maybe | solve too much too quickly so they don't check
themselves - also a lot of things are very clearly documented,
this is a big help not to be underestimated

FNAL EOS has a landscape link

Only if one of the 50 (Alma8) or 50 (Alma9) interactive
nodes is problematic do users check SSI metrics (requires
FNAL VPN or onsite fgz)

Worker nodes have been so stable and monitored well |
haven't checked their status to support tickets in a couple
yearS! Same with NFS (users don't have access to those checks)

Quota: command line (quota -s; eosquota)
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https://lpc.fnal.gov/computing/
https://landscape.fnal.gov/lpc/d/000000173/eos-control-tower?orgId=1
https://uscms.org/uscms_at_work/physics/computing/status/ssimetrics.shtml

Other monitoring

* We have a community mailing list as well as
community chat (LPC gethelp web page) and people

will frequently just ask "this thing broke with this error,
iIs FNAL EOS disk working?"

® No seriously, a high number of "yes | also have this error"
shows a problem, just like a high number of tickets shows it

® This has led to tickets (strongly encouraged)

® This has led to community instruction on how to access
data, fixing problems of misunderstanding old analysis
recipes, etc.

« CMS LPC emails a user list for outages and | also post
updates on the chat (a /ot of emails were @fnal.gov for users
that dropped off when forwarding stopped)
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https://lpc.fnal.gov/computing/gethelp.shtml

Conclusion/Questions?

* | only focused on user monitoring and did not cover a
lot more of CMS central production

* There are many more tools available to understand all
of these systems (CRAB servers; database servers;
xrootd file servers: FTS servers: etc...) not covered

here
E @
‘ o
—

most icons from lconScout.com
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Backup slide 1: CMS grid workflow

You are
here!

l CERN Submission
o [ WM#gem - iERN : Infrastructure

> CERN ~ ’ BEER Overview
Job 2

Job 3
Job 4
Job 5 CERN
Job 6
Job 7
Job 8

Job 9 FNAL
Analysis Job10

Code Job 11 o
Job 12 schedds HPC/Cloud/Other —

Results < |

taken from Andrew Melo's presentation to USCMS PURSUE interns 2024
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CRAB user dashboard 3

(]
Failed and Retried Jobs Jobs in PostProcessing x

“- — T7_LIS_Wisconsin 5 - T211S_Purdue 1
% w T2_US_Fxrida 3 T2_US_Floride 1
4 v T2_US.UCSD 2 T1_US_FNAL 1
— T2_US_Purdus 2
we T2_US_Nebraskzs 2
— TILUS_FNAL 2 MNo data poirts
T2_US_Vancarbli 1 bug? There should be data here...
- T2US MT 1
- T2 US_Caltech 1
CRAB is reading memory even though our HTCondor doesn't right now
- Average resource use by site (All Completed jobs)
Average memory (GB) by site Average wall time (hours) by site Average CPU time {Hours) by site
_ T2_US_Fkrica T2_US_Fkirkca
_ I2_US_UCSD I2_US_UCSD
_ 12 _Us_Furdue 12 _Us_Furdue
‘ T2 US Nobraska T2 US Nobraska
_ T1 US FNAL T1 US FNAL

S_\andarkill 5_\anderhill
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Example of

coffea dask monitoring

« At Purdue Tier2, for batch jobs: Dmitry Kondratyev

(Purdue University (US

(from LPC tutorial on dask

* You can drag-and-drop panels to place them side by side with other tabs.

: File Edit View Run Kernel

—

o

BANDWIDTH WORKERS
CLUSTER MAP
CLUSTER MEMORY
COMPUTE TIME PER KEY
Ip CONTENTION
CcPU
i EXCEPTIONS
FINE PERFORMANCE METRICS
® GPU MEMORY

GPU UTILIZATION

GRAPH
GROUP PROGRESS
» GROUPS
MEMORY BY KEY
NPROCESSING
OCCUPANCY
PROFILE
PROFILE SERVER
PROGRESS
RMM MEMORY
SCHEDULER SYSTEM
# TASK STREAM
WORKERS
WORKERS CPU TIMESERIES
WORKERS DISK
WORKERS DISK TIMESERIES
# WORKERS MEMORY

. Simple

Tabs Settings Help Purdue AF v0.9.6-hats | £ dkondrat-cern | light  Shut Down

dkondrat-cern@purdue- X  [A] 01-delayed.ipynb
B+ XTOO8O » = C » Code v

1 4 & 4 main HATS 2024 |Idle Mem: 1.42 /16.00 GB

X | [ 02-collections.ipynb X  [A] 03-dask-in-hep.ipynb X + | &

X [A] Untitled.ipynb
Py n

pdask -

This is a simple way to use dask to parallelize existing codebases or build complex systems. This will also help us to develop an
understanding for later sections.

Parallelize code with dask.delayed

In this section we parallelize simple for-loop style code with Dask and dask.delayed . Often,
this is the only function that you will need to convert functions for use with Dask.

Related Documentation

« Delayed documentation
« Delayed screencast

« Delayed API

« Delayed examples

« Delayed best practices

Chavtinma A anhAadilar

i# Task Stream X |+ X |+ # Cluster Map X |+

i# Workers Memory

Task Stream Bytes stored per worker

@) @)

T T T T T r T T T T T T 1
1. 7.
%0 512010645 650 GigS 60 6§ S G

668760us 668780us 668800us 668820us 668840us

Mode: Command & Ln4, Col7 01-delayed.ipynb 2 Q }
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https://coffeateam.github.io/coffea/

L PC Coffea Dask tutorial “

« At Purdue Tier2, for batch jobs: Dmitry Kondratyev
(Purdue University (US)) (from LPC tutorial on dask)

* Monitor the execution in the dashboard panels:

i® Task Stream X  + i® Workers Memory X |+ i Cluster Map X  +

Task Stream — Q|0 Bytes stored per worker

IS @k
. | . ' " - ——t " |
01/01 05s 10s 15s 20s 25s

I 1 1 I
%0 91207065 60 6i® 630 Gid O G

* These tasks now run in a distributed mode on remote machines!
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https://coffeateam.github.io/coffea/

So what does that set of words really mean? Coffea Dask

Collections Task Graph Schedulers
(create task graphs) (execute task graphs)
Dask Array

Dask DataFrame Single-machine
5 (threads, processes,
5 ' synchronous)
Dask Bag 5 — O— :
Distributed
Dask Delayed 5 :}_. O— 5

Futures

...................................................................

* You use collections to write straightforward python

* That code generates an abstract, declarative, description of your analysis
- It can then be executed by anything that implements the collection’s array interface!
- This makes analysis code extremely portable for tradeoff in underlying complexity

* | hope to dig into this complexity enough so you can reason about task
graphs

2& Fermilab
20 June 2024 L. Gray | Intro. to Dask and Dask-Awkward
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https://coffeateam.github.io/coffea/

Columnar Analysis

In a “traditional” analysis, each event is processed

one-at-a-time, meaning:

® An eventis loaded and the appropriate values are
extracted

® Some computation happens over this single event

® The temporary space is cleaned and the next event is
loaded

In a “columnar” analysis, whole batches of events are
processed at once, meaning

® 100s or even 1000s of events are loaded at once
® A bulk computation is done over the whole batch

® The temporary space is cleaned and the next event is
loaded

The lower overhead for this method is particularly attractive
for Data Scientists and is being embraced by CMS
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