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Overall Monitoring Diagram (don't worry, we'll zoom in)
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Applications



Monitoring in OKD
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Namespaced metrics

Cluster metrics



• Built-in Prometheus server (with Thanos for HA)
• Cluster-wide metrics

• Project-level metrics via podmonitor and servicemonitor objects

• Alerting rules, etc.

• Short (~2 week) retention

• Exporting to landscape (mimir)

• Pod logging
• Exports to landscape (unless metadata.labels.exportLogs is set to false)

• But not in strict time order

• Built-in dashboards (see next slide)

Monitoring in OKD (using OKD services)
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Example: Using OKD monitoring with Triton application

BH | EAF | FNAL Monitoring Workshop

Metrics are used
for auto-scaling
Triton inference server
deployment
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Triton Autoscaling
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https://landscape.fnal.gov/monitor/d/wCbOi6D4k/triton-inference-
server?orgId=1&from=1721230544807&to=1721241633974

https://landscape.fnal.gov/monitor/d/wCbOi6D4k/triton-inference-server?orgId=1&from=1721230544807&to=1721241633974
https://landscape.fnal.gov/monitor/d/wCbOi6D4k/triton-inference-server?orgId=1&from=1721230544807&to=1721241633974


• https://landscape.fnal.gov/monitor/d/wCbOi6D4k/triton-inference-
server?orgId=1&from=1721230544807&to=1721241633974
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https://landscape.fnal.gov/monitor/d/wCbOi6D4k/triton-inference-server?orgId=1&from=1721230544807&to=1721241633974
https://landscape.fnal.gov/monitor/d/wCbOi6D4k/triton-inference-server?orgId=1&from=1721230544807&to=1721241633974


Application monitoring with our own Prometheus
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Application monitoring with our own Prometheus
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Cronjob that queries
GPU availability, usage

Pushes metrics to a 
prometheus push-gateway



Application monitoring with our own Prometheus
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https://landscape.fnal.gov/monitor/d/I9-7iHo4k/gpu-mig-monitoring

https://landscape.fnal.gov/monitor/d/I9-7iHo4k/gpu-mig-monitoring


Also metrics are consumed (from landscape) by initcontainer
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Monitoring and metrics
https://landscape.fnal.gov/monitor/dashboards/f/kngVRjPVz/eaf

• Grafana + Prometheus + InfluxDB monitoring hosted at FNAL Landscape.
• GPU statistics, CPU/Memory usage, network usage per notebook, JupyterHub metrics, TritonRT 

inference dashboards
• Having trouble on EAF? Check the status page, JupyterHub may be having trouble! (Hint: look for 

spikes in 400 or 500 HTTP errors)
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https://landscape.fnal.gov/monitor/dashboards/f/kngVRjPVz/eaf
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Triton autoscaling:

Insight on spawning process duration and outcomes for 
each step: poll, spawn, stop: Spawning process duration and Hub (application) 

startup time:

Monitoring and metrics



• Most services send log out put to stdout/stderr

• Application providers can retrieve from OKD with
     oc logs <podname>

• This is great, except if:
• You are an end user (no access to kubernetes) rather than an application provider

• Pod has been removed – no native log retention

• Logs available via Kibana and Grafana (through elasticsearch connector)

Pod logging
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Pod logging
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Pod logging
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Pod logging
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Pod logging
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