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Introduction
• We have been using workspace geometries for physics studies due to 

computing footprint constraints


• The largest footprint comes from the signal simulation and signal 
processing: memory and CPU time are prohibitively large out of the 
box


• Recent developments in wirecell (Hydra: previous talk) have potentially 
unlocked the signal simulation and signal processing for the full 10kt


• Workflows are now being configured for the horizontal drift 10kt 
geometry


• Heavily reuses well-tested 1x2x6 HD sim/reco
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• Larsoft: v09_91_00


• dunesw: dbrailsf_dune10kt

• Sets up job fcls


• dunesim: dbrailsf_dune10kt

• Sets up larg4 sensitive detector


• dunereco: hydra

• Wirecell signal sim/sig proc for full 10kt (hydra)


• dunecore: feature/vpec_add_fd_full_geom_gdml

• Latest 10kt geometry

Branches for 10kt HD
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Test sample

• Single particle gun muon


• 5 GeV


• Fired from near the 
edge APA into the 
detector


• Shallow-ish angles


• Blue line is the true muon 
trajectory traced through 
the 10kt geom
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Computing footprint
Stage Max mem. (GB) Average time (s) Producer Average time (s)
Gen 0.7 0.002 SingleGen 0.002

G4 1.2 221
LArG4Main 0.19
IonAndScint 0.04

PDFastSimPAR 220

Detsim 6.5 154
WireCellToolkit 128

OpDetDigitizerDUNE 26

Reco1 1.0 0.6
GausHit 0.37

SpacePointSolver 0.17
DisambigFromSP 0.01

Reco2 3.4 160

Pandora 2.7
EMTrackMichelID 82
PMAlgTrackMaker 12.5

… 62

On-disk size is ~30MB per event (for all stages)5



Event display
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• Blue is the true muon

• Red is the 

reconstructed 
trajectory with 
Pandora


• Muon traversed two 
TPC boundaries and 
the reconstruction 
successfully merged

Event 
display
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Summary and to do list
• Mechanically, the 10kt sim/reco workflow (with wirecell/hydra) works


• The output from the small stats look good (by eye)


• Some sections of the workflow carry a large computing footprint


• TODO


• Configure the beam window for generating GENIE events


• Understand the larger chunks of the computing footprint


• Run the validation system with this workflow to test with high 
statistics
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Gen (20 degree muon)
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G4 (20 degree muon)
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detsim (20 degree muon)
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Reco1 (20 deg muon)
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Reco2 (20 deg muon)
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