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• The first goal is to set up an on the fly inference for the NuGraph network (NuGraph2 and 
NuGraph3) by deploying the same using Nvidia’s triton server.

• Secondly, we want the client side of the inference setup to be implemented in C++ using 
the larsoft products.

• Lastly, we want the triton setup to be adapted to the NuSonic framework to simplify user 
interface without worrying about triton specific details and make code maintenance easier.
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Goals of the project



• We deploy the NuGraph2 and NuGraph3 models on the already running Triton Server at the 
EAF-server here at Fermilab. 

• We make use of Triton’s Python Backend framework to write the server side scripts(in 
python) for doing  inference. This is done because we want to use a normal checkpoint 
saved model without it being jittable.

• Before setting up the server, we also install a conda environment with python version 3.10 
which needs to strictly match the python stub version of triton 24, i.e., 3.10. In the conda 
environment we install all the necessary libraries for running inference and then zip & store it. 
(Note: Please ensure that numpy version is 1.26.4 in the conda-environment for 
compatibility purpose)
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Triton Server Setup & Implementation
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Contd.. (NuGraph Model folder structure & Other Details)

The triton server expects a specific folder structure for deployment which is as follows:

Here,

model.py - receives inputs from client to run inference and sends it back to the client.

config.pbtxt - stores the inputs and outputs configuration(shape, name) and path to conda 
environment

numl.tar.gz - zipped conda environment with all the dependencies installed
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1.  After running the server, we initialize the NuGraph2_model which loads the model and also 
initializes the HitGraphProducer class for pre-processing.

2. Now, the server receives the inputs from the client and pass it to the forward function for 
pre-processing and inference
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Contd.. (Inference Procedure at the server end)
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3. Inside the forward() function we then create the pre-processed graph and its HeteroData 
object and then passes it for inference via the loaded NuGraph model
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Contd.. (Inference Procedure at the server end)
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4. Once we  get the outputs, we convert them to pb_utils.Tensor() and store the result as 
pb_utils.InferenceResponse object that can be sent back to the client.
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Contd.. (Inference Procedure at the server end)
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1. Currently in Nugraph repo, the HitGraphProducer class  requires “file:pynuml.io.File” as 
one of the arguments to the constructor for pre-processing. But since we don’t have the 
access to the h5 file at the server end, so we create our own HitGraphProducer class 
without the need of h5 file as the argument for pre-processing.

2. In the EventLabels_class of the nugraph  repo, we first need to check if data[“evt”] has 
attribute ‘y’ or not. This is because during inference we won’t have access to the ground 
truth labels of the event. Hence as a hack, we have added an if-condition which checks 
the same.

3. In the current version of Nugraph3.py and Nugraph2.py we are calculating the loss 
corresponding to the event even during inference. But since, we don’t have access to the 
y-labels during inference we comment these lines. Also, we store the output of the model 
in the form of a class attribute data which can be accessed later.
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Changes(Hacks) done in Nugraph

https://github.com/rishi2019194/triton-python-backend-nugraph3/blob/main/gnn_models_conda/nugraph3/1/model.py#L19
https://github.com/rishi2019194/nugraph/blob/main/nugraph/nugraph/util/event_labels.py#L16
https://github.com/rishi2019194/nugraph/blob/main/nugraph/nugraph/util/event_labels.py#L16
https://github.com/rishi2019194/nugraph/blob/main/nugraph/nugraph/models/nugraph3/nugraph3.py#L207


1. For the python client implementation, we first read the h5 file for an event and extract the 
particle table and the spacepoint table information & store it in form of a dictionary.

2. Next we create a GRPC connection with the triton server hosted on the EAF-server and 
send the inputs to the NuGraph model by calling client.infer(). 
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Python Client Implementation



1. After receiving the inference response from the server, we fetch the outputs by their names 
and then display the same.
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Contd….



 For the standalone C++ client implementation, we read the ascii text file of the event  under 
consideration and follow the same procedure of formatting the input in the required triton 
format, sending for inference and, fetching and displaying the output from the server.

1. Setting the inputs and 
sending it for inference 
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Standalone C++ Client Implementation



2.     Receiving back the outputs from the server and displaying it:
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Contd…



1. For the C++ client with larsoft implementation, we directly read the event data via larsoft 
without saving as a h5 or ascii file. Thereby removing the redundant step of first saving the 
event and then running inference, making it an on-the-fly inference process.

2. After reading the event data, we follow the same process of formatting the input in the 
required triton format, sending for inference and, fetching and displaying the output from 
the server that we did in the case of standalone C++ code.

3. Writing to the output root file -
a. https://github.com/rishi2019194/larrecodnn/blob/develop/larrecodnn/NuGraph/NuGraphInference

Triton_module.cc#L591
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C++ Client with larsoft Implementation

https://github.com/rishi2019194/larrecodnn/blob/develop/larrecodnn/NuGraph/NuGraphInferenceTriton_module.cc#L591
https://github.com/rishi2019194/larrecodnn/blob/develop/larrecodnn/NuGraph/NuGraphInferenceTriton_module.cc#L591


• NuSonic Triton framework is a wrapper over Triton that helps to simplify user interface 
without worrying about triton specific details and make code maintenance easier.

• Some of the  use cases of the same are as follows: 

– Easier way to set parameters and create triton client object
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C++ Client with larsoft and NuSonic Triton Implementation (In Progress)



• Some of the  use cases of the same are as follows(Contd..): 

– We  need not worry about creating InferInput() objects separately, but rather using NuSonic we can 
just call toServer() function that creates InferInput() objects for all the input keys for triton inference.
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Contd..



• Some of the  use cases of the same are as follows(Contd..): 

– Instead of calling client.infer(), we directly call client->dispatch() which will do the triton inference 
process within itself. Furthermore, we can creating & access the outputs in much easier fashion 
without creating their InferRequestedOutput objects & pointers in  the main function. All this 
happens internally inside th NuSonic framework for better code maintenance and readability.
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Contd..



1. We would like to have the model deployed in the Apptainer at the gpvm machine.

2. Next, we would also want to run scalability tests of the triton-inference setup. Some of the 
tests could be - 

a. Performance analysis - GPU v/s CPU for inference
b. Performance analysis - Inference on the EAF server v/s Inference on the Apptainer
c. Performance analysis when multiple clients are sending request at once

3. Make the code adaptable to batch size > 1 by using the InferMulti() function at the C++ 
client end. And then do a performance analysis for varying batch sizes during inference.
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Future Work



1. https://github.com/rishi2019194/triton-python-backend-nugraph3 - Contains the 
necessary code and installation setup and commands for successfully implementing and 
running triton server and client (in python, standalone c++) and description of the hacks 
done in Nugraph repo.

2. https://github.com/rishi2019194/nugraph - Contains the code of the Nugraph repo with 
the hacks/changes to make triton-inference work successfully.

3. https://github.com/rishi2019194/larrecodnn - Contains the code for C++ client with larsoft 
and C++ client with larsoft & Nusonic Triton setup.
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Repositories links

https://github.com/rishi2019194/triton-python-backend-nugraph3
https://github.com/rishi2019194/nugraph
https://github.com/rishi2019194/larrecodnn
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Acknowledgement



Thank you, Any Questions??
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