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Basics of the resource model

• Keep raw data on disk for 2-3 years, on tape to end of expt. 

– 2 tape copies, one disk copy. (For 2025 Increased lifetime for raw data from 1 to 3 years, 
reduced copies to 1 to allow both NP02 and NP04 on disk through 2026) 

• Reconstruct full sample every year (protoDUNE for 3 years, DUNE to end of expt.)

• Do new simulation campaigns each year

• Keep simulation and reconstructed data on disk for 2  years (always have 2 versions)

– One copy in Americas, one in Europe where possible (model assumes 1.5 copies for sim)

– No need to stage from tape until it ages out

• After that, one copy of reconstruction/simulation -> tape as it can be redone if necessary.

• CPU estimates are based on measurements from ProtoDUNE data and existing simulations ND 
estimates have large uncertainties.
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Updates to the model

• Summer 2024: Complete rewrite of the underlying code for clarity and flexibility.

• Site splits now based on detector (PD, FD, ND), not year.   

• Delayed ProtoDUNE II operations until Spring 2024 but then more data than expected.

• With the successful large-scale FD simulation campaigns, we have considerably better 
understanding of both our processing time expectations and our simulation needs

• Not all of that additional information has been included in the model just yet (minor tweaks)

• new estimates for FD processing time based upon multithreaded processing and subsequent 
smaller memory footprint

• updated files sizes for reconstruction and simulation output – no longer estimate based upon 
retention of the raw waveforms in data or  all rawdigits in the simulation

• still working on understanding the GPU requirements for 2x2 and ND-LAr and how those 
estimates can be translated

• Transitioned from MWC to HEPScore23 (HS23) as the metric for CPU resources
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Model input, # of events



• Estimates for # of simulated 
events.

5



Lifetimes and copies
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Proposed divisions between nations/labs
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Projected Disk Needs Needs

8



• Shows the extensions for analysis.

• Normally 2-3 years after last 
reconstruction/simulation run. 
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Tape needs by site

• The “Global” tape need is for 
reconstructed/simulated data 
from FD/ND. 

• Doesn’t have to be there 
immediately but we need to 
prepare for start of data in 2029.
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Processing needs by site
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Long term projections 

• The model can extend to 2038-40

• Storage needs will be dominated by the Far Detector 

– FD raw data capped at 30 PB/year but still dominates

• CPU/GPU dominated by the Near Detectors

– 60 interactions/spill

– More channels 

– Need to 2x2 data/sim to get better estimates

– Likely to use HPC instead of grid resources

• Analysis processing is currently estimated as a % of reconstruction/simulation CPU
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Long term projections
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