
CSAID Ops Report

July 23, 2024



• VOMS: as of this morning, VOMS inits are failing. Expected to be fixed by end of day today
– Degradation notice filed, have a token-based workaround for users having issues

• Ferry-VOMS: python script fixed on Friday and VOMS service now up to date with all users in FERRY
– RPM in the works to finalize changes

• Fermigrid Issues: Partial progress on issue with Dune glideins not running on Fermigrid in recent weeks
– Some missing commands in the new Alma9 docker container, fixed

• CMS SI: All the sl7 machines are upgraded or retired!

• LQCD: LQ cluster running at 90%+ capacity and availability

• HTCondor: Upgrade to 23.08 in progress through next week
– Planning to upgrade on CMST1 (and FermiGrid) ITB, followed by all production workers next

– LPC Schedds failing negotiation and having idle jobs -issues reported two weeks back

– SLC6 workflows are experience failures at FNAL - still investigating
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