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Overview

e ProtoDUNE Operations
e DUNE-DAQ Developments
 FD - Preparation for installation

* ND - Ongoing activities
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ProtoDUNE Operations

You are here
NP04 NP04 i s NP02 NP04 to NP02 | NP2
Purging Filling Purgity (TBC) Purging LAr Transfer | Target Purity
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N PO4 > Consolidation > Detector Monitoring + DAQ Data taking >> Stress Tests (cold) >> Warmup/Monitoring >
updates
N P O 2 > DAQ-Detector tests/integration > Det. Monitoring + DAQ updates >Data taking>

e NP04 completed 10 weeks of beam
> 2 extra weeks extension wrt initial allocation
> Last day of beam : Sep 16th
> 4 weeks of detector stress tests in cold

> Warm up and monitoring throughout the end of 2024/beginning of 2025
* NP02 Closure ongoing

> Cooldown and fill expected in November

> Beam time will be requested for first half of 2025
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T.Alves, W.Dallaway, l.Hristova,

NP04 Overall DAQ Performance

P.Plesniak, M.Roda, A.Stucz,

D.Vargas

* DAQ stay collected data at ~15 Hz average trigger rate (2.1 GB/s),
up to ~40 Hz instantaneous rate (5.7 GB/s)

> Using 8 datawriter applications writing to SSD storage volumes

> Limitation overall data rate is bandwidth from readout servers to data storage servers

* DAQ trigger records are ~142 MB in total size

¢ 3 ms readout window for TPC (0.25 ms before trigger, 2.75 ms after)

¢ 5.5 ms total readout window for all other components (2.75 ms before, 2.75 ms after)

> TPC readout (streaming, unbiased): 107 MB

> “Streaming” (unbiased) PDS readout in APAL: 25 MB

> “Self-triggered” PDS readout in APAs 2-4: 9 MB

> Trigger Primitives (from TPC, inside trigger record): 1 MB

> Additional data from CRT, CTB, timing, high-level trigger objects is negligible

* Integration of all external systems (CRT, laser calibration) completed

Science and
Technology
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T.Alves, W.Dallaway, l.Hristova,

NP04 Overall DAQ Performance . Mo, 01, W.gan

D.Vargas

Raw Data File: npO4hd_raw_run029058_0001_dataflowO_datawriter_0_20240903T091654.hdf5 ; ;
Laser track triggered via laser system event

o (Proto)DUNE Prompt-Feedback: Just-in-Time

ADC maps and TPs
ADC Counts: Z-plane
Select Op. Environment and Run Number:

np04hd_raw X ¥ ’ ‘ 29058 X v
> Powered by DUNE-DAQ
Select a Data File:

np04hd_raw_run029058_0001_dataflowO_datawriter<O>

>
Select a Trigger Record:
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>

Additional data rrom CR1, Iming, nign-tevet trigger objJects IS negligiple

* Integration of all external systems (CRT, laser calibration) completed
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NP04 Trigger Primitives

A. Oranday, M.Rigan, A.Sctuz, |. Hristova
* |In addition, stably collected trigger primitives from collection planes and stored in TP stream files

> Very high (~3 MHz) total TP rate, ~160 MB/s, due to surface operation

> TP performance very good - clearly showing sub-MeV signals

> TP generation on induction planes also demonstrated, but readout on all planes not stable with high (> 1 Hz)

trigger rates (well beyond conditions for FD)

> TPs have proven to be a remarkably good indicator of detector conditions

DTS time ticks (16ns)

7655 ‘

............... Offline Channel

Science and
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NP04 Post-beam run pla

* Test software-driven trigger stability and
demonstrated running multiple

algorithms

> ‘ADCSimpleWindow’ algorithm previously
tested and working stably

o DAQ pe rfo rm a n Ce teSti n g (t h iS Wee k) 7200 7250 7300 7350 7400 7450 7500 7550 7600 7650

Offline Channel

> Focus on testing new readout server (np04-srv-031) with real data
e Demonstrated running 2 APAs w/ TPG in both v4 and v5
e Push torunning 4 APAs w/ TPG
SN readout to local storage (10-100s sample)

> Can also try to make time for other stress testing that benefits from detector data (e.g. storage server testing)

Science and
Technology
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DUNE DAQ @ NP02

e |Integration effort with VD detector systems started long ago, with mixed success

> Currently bottom CRPs are the only system controlled, synchronised and readout via DUNE-DAQ.

> Top CRPs and PDS partially/not integrated yet

* Discussed with VD Technical Coordination about NP02 monitoring during

purge, cooldown and fill

> Tentative goal: monitor the entire NP0O2 via DAQ

> Likely: monitor BDE + PDS (legacy hardware) and complete integration in parallel

e Other systems

> Cosmic Ray Taggers: positive first discussion with Grenoble and Bern groups (June)

» Beam Instrumentation: NP04 Bl to be moved to NP02

¢ The Penn Central Trigger Board will provide beam triggers once more

Science and
Technology
Facilities Council
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DAQ-Detector integration status

* Bottom Drift Electronics integrated with DAQ since ’23

> One of the first system transitioning to Ethernet Readout in June ’23

> CRP 4 + 5 regularly monitored by BDE experts via DAQ

> Continuous monitoring started in preparation to TCO closure

* Top Drift Electronics
> Preliminary integration tests with timing (’23) and readout (’24) completed.

> No integration for controls yet
> Testing at scale (2 CRPs) and full integration with DUNE-DAQ still pending

* PDS
> Integration with target hardware (DAPHNE v3) not started due to production delays
> 2 DAPHNE v3 expected at CERN by end of September
> Initial detector PDS monitoring via DAPHNE v2

¢ to be swapped for v3 when ready

Science and
Technology
Facilities Council
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Overall EHN1 schedule

2024 2025

January | February March April May June July August Septembell October |[November|December| January | February March April May June July August Septemberl October |November|December

112|3|4|5]|6|7|8]9[10[11]12]13]14|15{16]17]18]19[20]21]22|]23|]24]25]|26/27| 9130[31[32[33[34[35[36|37|38[39|4 014 1|42|4 3|4 4]4 5]46}4 7]48]49[50[51[52| 1 |23 |4 | 56| 7| 8|9 |10]11{12f13[14{15{16[17|18|19 1]22|23]24|2526]27128]29]30}31[32|33[34{35[36[37|38[39|4 014 1[42|4 3|4 4]4 5|4 6}4 714 8{49[50[5 152

TCO closure

Completion of the detector & cleaning

Purge

Cooldown and fill

Purification

Detector commissioning

NP04

Nominal operation

Beam

Stress tests

Empty

Evaporation and warmup

APA test in NP04 cold box

TPC completion

Preparation for TCO closure

TCO closure

Completion of the detector & cleaning

Purge

Cooldown and fill

Purification

NP02

Detector commissioning

Nominal operation
Beam

Stress tests

Empty

Evaporation and warmup

NPO2 cold box tests - - .

Preparation for integration test

VD Integration
test

Integration tests

e Requested DAQ support for VD and HD coldboxes in autumn

> Planning ongoing, DAQ hardware likely sufficient after rationalisation of the EHN1 setup

Science and
Technology
Facilities Council
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DUNE DAQ Developments

e DAQ development plan heavily affected by operations at ProtoDUNE
> Significant amount of effort diverted to NP04 readiness and support in the Q2 and Q3

¢ But operations offered many highly valuable opportunities to validate the system at scale,

identify and fix existing issues

e Main developments in 2024 (ongoing)

> New Configuration System
> New Run Control
> New Operational Monitoring infrastructure

> Appfwk review implementation

Science and
Technology
Facilities Council
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New Configuration System - conffwk

G. Crone, E. Flumerfelt, G. Lehmann Miotto
* Timeline
> Prototype started in autumn 23
> Proof of concept in v5.0 engineering release (May "24)
> First detector supportin v5.1 (July ’24)
> Support for NPO2 monitoring in v5.2 (October ’24)

* Key features

> Based on the ATLAS configuration system (OKS+config packages)

> System configuration described as a collection of elements and their relationships via an abstract schema
¢ XML schema and data files

> Includes a programmatic interface to read/write configurations in C++/Python
¢ Data Access Layer - DAL

> Provides tools for editing schema and configurations

Science and
Technology
Facilities Council
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TDAQ System Description - confmodel & app model

G. Crone, E. Flumerfelt, G. Lehmann Miotto
* Main challenge so far: design of the TDAQ system representation as OKS schema

> Applications, Controllers, Hosts, FSM, Segments,... descriptions

ResourceBase DetectarStream .
D Q 6' geo_id
| =

0.M source_id: u3g

> D l * t o l ° t ° NetworkConnection DetDataSender
AQ applications and modules description L
ResourceSet contains )
A DetectorToDagConnection 1-N DetDataReceiver
Connection éx

¢ including handling of large numbers of modules via e | T

inputs StreamEmulationParameters

gueue_type: enum = kFollySPSCQueus’ [— f:gf:m;;;t:;": 53322:1100 0N 7 interfaces I
automatic generation (SmartApplication pattern) 1

tp_data_file_name: string

Daghodule input_file_size_limit: u32 = '"10485100'

DataReaderConf SELIl (30al = tr_ue .
random_population_size: u3z = '10000'

° ° ° ° QueueConnectionRule Zé . 3 ;
> — - - — configuration template_for. class = 'DataReader’ ("o~ qare error_rate_hz: float = '0.0° Ul
-— destination_class: class = 'DagModule DataReader emulation_mode: bool = false’
0N

used_resources

—

11 generate_periodic_adc_pattern: bool = 'false’ Geold
11 TP_rate_per_channel: float = '0.0°

1.1 |descriptor

queue_tules detector_id: u3z

QueueDescriptor data_reader crate_id: u32

slot_id: u3z

° o o ° - - P——
> uid_base: string SnarbagpRlicanion ged_id 0. stream_id: w3z
modules settings optimisation

o

capacity: udz = "100° construct_commandline_parameters ReadoutMadule
data_type: string source_id: U3z DataProcessar
netwnrk_nLes detector_id: u3z queue_sizes: udz = '10000°
° ' C 0.M emulation_mode: bool = 'false’ thread_names_prefix: string = 'postproc-'
> Component enabling/disablin
eee endpoint_class: class = 'DagModule’ module_configuration data_processar
Readout&pplication = LatencyBuffer
1.1 |descriptor tp_source_id: u3z - size: U3z = '100000"
0N NETO T OT T CoenDESCpeT ta_source_id: u32 tp_handler ReadoutModuleConf latency_buffer | numa_aware: bool = 'true’
HostComponent Uid_base: string application_name: string = 'dag_application’ i handlg'rj Femplate_fclr: class - 'RealdoutModule' . 77 | numa_node: 516 = ‘0
. numa_id: ug = ‘0" con_nection_type: enum = 'kSendRecy’ generate_modules — |nput_dataTtype: st'rlng N \A:‘IBEtIhFrame in?rinsic_allo'cator: hool = ‘true’ RawDataProcessor
. T DA m 0 e exe rC I S e a t N P O 2 7 data_type: string 1 generate_tlmgsync. bool - tr_ue . | request_handler allgnmentfsue: ude ="' max_ticks_tot: u32 = 'g000°
ees post_processing_delay_ticks: ué4 = '0 preallocation: bool = 'true’ fpg_enabled: boal = ‘rue’
. . data_recorder 1.1 algarithm: string
- threshold: u16

NetworkDevice | ™o gevice el R LY channel_mask: list of u32

o o o 0.1 DataRecordercanf 0.1 handler_threads: u16 = "1’
cie_addr: string = '0" 1 - - : - h | : stri
o C R P4 a n d 5 ro u tl n e l rea d O u t u S I n th I S I I l O d e l. : : e e confguraton output_file: string data_recorder |request_timeout: u3z = 10000° A
ProcessingResource | o' hitFindingProc 1.7 | streaming_buffer_size: u3z = '1000° pop_limit_pct: float = '0.5'
compression_algorithm: string = 'None’ pop_size_pct: float = '0.8'
use_o_direct: bool = 'truge’ wiarn_on_timeout: bool = 'true’

warn_on_empty_buffer: boaol = 'true’
0.1 periodic_data_transmission_ms: u3z = '0'

cpu_cores: list of u1g | 0.1 snb_storage

StorageDevice

storage: u3z = '0"

* Next steps

> Testing TDAQ model flexibility and maintainability in operations context

¢ and in development context (i.e. regression tests)

> Prepare specialised tools to for modifying/editing TDAQ configurations

Science and
Technology
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DUNE DAQ Development Lines

v4-v5 resync

Production v4 created - manual feature migration
across all DUNE-DAQ
repos |‘ Today
patch/v4.3.x ' 4.3.0 “'
4.2.1 . RC2 4.3.0 4.4.7
prep-release/*dag-v4.x = — \ NP04
DAQ team
production/v4 i |'4 0
_'RC1
O O—CO—C0O0—0O—C O—C
feature/oks ’ ‘ )
| 5.0.0
prep-release/*daqg-v5.x : ‘ NP02
OKS merged into develop E

5.0 engineering release

Science and
Technology
Facilities Council
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New Run Control : Drunc

P.Lasorak, P.Plesinak
e Short term goals (DUNE-DAQ v5.2): readiness for NP02 operations

* Development didn’t stop over the Summer
> Made it more DAQ developer-friendly (FSM sequences, connectivity service)
> Run archiving facilities integrated (ELisA, run registry)
> Many bugfixes

> Documentation rewrite

e More featuresin v5.2

> User/shifter-friendly (hide more logging, hide/remove expert interactions)

> Support Integration tests (a.k.a. batch mode)
> ERS/Opmon integration

> Timing system integration (maybe)

* Longer term
> GUI, K8s PM, Session Handler

Science and
Technology
Facilities Council
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DUNE DAQ v5.2

Release Coordinator : E.Flumerfelt

Release status/progress

> Consolidation around new configuration
and run control systems for NP02
operations

> Recovery of testing infrastructure in v5

> Forward-porting of v4 features and fixes

> Consolidation of many packages

> Good progress over the summer but large
number of changes challenging to handle

> Target release date : Oct 21st

WBS NUMBER TASK TITLE
1 fddag-v5.2.0
1.0.1 Sspmodules porting
1.0.2 Daphnemodules porting
1.0.3 Daphne v3 support
1.1 Timing
1.1.1 Complete initial OKS timing implementation
1.1.2 Complete hsi implementation
1.1.3 Complete the WR-DTS parts
1.1.4 GIB support
1.1.5 Timing-drunc integration
1.1.6 Fanout fw for FIB prototype
1.2 Core SW - Readout
1.2.1 Port TDE readout support from v4
1.2.2 Create hw resources model for Readout
B [ D E F G
Working Group Package
@ felix v1.2.2 JF
FPGA Readout/SW Coord/Timing |uhal v2.8.1 JF
5 Ron/SW Coord trace v3.17.09 JF
CCM/SW Coord protobuf v3.22.2 JF
Brett/SW Coord moo py v0.6.3 JF
g CCM/Integration microservices v2.0.0 Tag Pending x T. Alves
E CcCM elisa_client_api py v0.1.0 A. Tapper
a CCM grafana-dashboards ’ 2.3.0 Tag Pending x M Roda
SW Coord dag-buildtools v8.6.1 JF
SW Coord dag-cmake v2.9.0 Tag Pending x JF
ccm ers ! 152 152 M Roda
ccM logging 1.0.8 M Roda
w CcCM cmdlib iy ELF
§ CCM restcmd 15251 A. Tapper
cCM opmonlib 13.6 Tag Pending x M Roda
cc™m rif 1.2.3 Tag Pending ) ?
CoreSW appfwk 3.1.0 Tag Pending x ELF
CoreSW listrev 411 Tag Pending x ELF
CoreSW utilities 3.0.0 ELF
CcCM erskafka 2.0.0 Tag Pending X M Roda
cCMm kafkaopmon 2.0.0 Tag Pending x M Roda
CoreSW ipm 2.7.0 Tag Pending ) ELF
CoreSW serialization 13.1 ELF
Core SW iomanager 1.6.0 Tag Pending x ELF
CoreSW dfmessages 2.7.0 ELF
CoreSW detdataformats 4.0.1 A.Thea
Trigger trgdataformats 1.1.0 A. Sztuc
detchannelmaps 1.6.2 A. Thea
CoreSW daqdataformats 3.7.0 ELF/KB
CoreSW datahandlinglibs 3.0.1 Tag Pending x GLM
CoreSW dfmodules 313 ~ Tag Pending x ELF/GIC
Timing hsilibs v4.3.0 DA
Timing timing 7.6.0 Tag Pending x DA
Timing timinglibs ‘ v4.2.0 Tag Pending x DA
CoreSW, CCM (needs disc) daqconf 8.0.1 G. Crone
Trigger trigger 2.03 Tag Pending x GLM
Trigger triggeralgs 15251 A. Sztuc/JCF
Trigger trgtools 1.0.2 A. Sztuc
CoreSW hdfSlibs 3.0.0 ELF
CCM oks 1.3.0 G. Crone
CCM okssystem 1.0.0 G. Crone
ccMm oksutils 1.0.0 G. Crone
CCM oksconflibs 1.1.0 A.Thea
CcCM conffwk 1.2.0 A. Thea
ccMm oksdalgen 1.2.0 A. Thea
CcCM confmodel 2.0.0 GLM
ccm appmodel 121 A. Thea/GJC
ccM dbe 1.3.0 A. Thea
CoreSW integrationtest py . 233 ELF
ccm drunc Py ’ v0.10.2 P.Plesniak
CCM druncschema py 0.8.1 P.Plesniak
ctbmodules 'Not included in release %%
CoreSW dagsystemtest py Sheal ELF
CoreSW dpdklibs 21.0 A.Thea
fddetdataformats 2.0.0 A.Thea
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Far Detector : Installation Schedule

e DAQ Development and

|w Fr 25 P26 o Fr28 ) P30 Fri
- Qs a4 a1 Q@ o o a @ a4 a @ s Qs a Q Qe a @ o a4 a @ Q 04
O FDC Milestones .BSI to FOC transition in the South Cavern and start of FOC work Task T
Procurement schedule driven o | e
Start of FDC work in the North Cavern } —
In Kind Contributions
o - ’vmical Drift Detector ready for installation Mechanical
Detector
by FD installation schedule o ot o s o
Cryogenics
Start physics with Vertical Drift Detector’
- . Start physics with Horizontal Drift Detector €
e Swap of the installation order of T e ————
—Mechanical infrastructure in the South Cavern
FD1-HD and FD2-VD completed IR c 4 suiston o the sduth Coven cryostat
—lnstalation of VD detector components on top of cryostat
I n J u n e _Instalaﬁon of VD detector components inside the cryostat

"I Closure of the TCO for South Cavern

> Later start, but shorter installation Coolng and ling o the south coven evestet |
Horizontal Drift I varm structure of the North Cavern cryostat

and fill time of the first module I < frstructure nthe Novth Caver
_ Cold insulation of the North Cavern cryostat

> I n C I u d eS eXt ra Cave rn S d e l ive ry a n d _Insullation of HD detector components on top of cryostat
Installation of KD detector companents inside the cryostat [ R

CUC AUP delayS ClosureoltheTCOforNo:ﬂ\Cavem[:l
Cooling and filling of the North Cavern crvostat_

* |Installation dates largely stable since then M. Nessi - Sep. DUNE CM

> Some clashes between DAQ and detector installation activities need following up
¢ as well as areview of dependencies

> Attempt to increase the contingency between DAQ and detector installation ongoing

Science and
Technology
Facilities Council
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Far Detector : DAQ Procurement after Detector Swap

e Reminder: FD installation drives the DAQ procurement schedule

> “DAQ procures as late as possible”

e Procurement and Production Readiness dates

> |Installation of the first module (VD) delayed by ~7 months
> DAQ PRR schedule updated

¢ Timing, Readout network and DAQ Servers PRR delayed to early 2025 to make use of the extra time for

testing and value engineering studies

* Procurement Strategy
> Procurement plan under taking into account VD shorter installation and cooling schedule, and

national funding constraints.

Science and
Technology
Facilities Council
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Near Detector : Updates

 New effort: Henry Wallace @ RHUL, also spending time on CCM

e ND DAQ: Being updated to be compatible with v5, work in progress
e Main driver for autumn 2024: ND review process

e Many PDR and FDR processes for ND subsystems

e Goal: DAQ Interface Control Documents (ICDs) completed by ~1 December
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Near Detector : ICD updates

* ND-LAr
> Mature technology for charge readout (=FDR this year)
> Developing technology for light readout (=PDR this year)
> Clear path to ICD

* TMS

> Technology selection recently made (=PDR this year)
> Sharing information to work out any friction points

> Path to ICD

* SAND

> In progress of setting up a meeting
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NP02 DAQ Run Coordinator

* The ProtoDUNE DAQ run coordinator role was created in Q1 2024 times support the NP04 operations

* The ProtoDUNE DAQ coordinator
> |s the point of contact with NP04 Run Coordination and other NP04 subsystems

> |s responsible for the organisation of DAQ expert shifts

> |s responsible for DAQ experts training

> It represents the DAQ at weekly NP04 meetings and daily meetings

* W. Ketchum, who has served as DAQ run coordinator for NP04, and previously as DAQ EHN1 integration

coordinator, is due to go back to FNAL in April 2025

> | would like to take the opportunity to thank Wes for his tireless effort and for the success of the NP04 run.

* The DAQ is looking for a new DAQ Run Coordinator to lead the preparation and the NP02 DAQ operations

> Please contact me if you have a suggestion for a candidate

* |deally the new DAQ Run Coordinator should overlap with Wes as much as possible.

Science and
Technology
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Summary

* The NP04 run is now completed

> The DAQ is supporting and participating in a stress test campaign waiting for the LAr to be transferred

* Adifferent set of challenges is expected at NP02

> First demonstrator at scale of the VD technology

* Focus shifting back to developments for DUNE

> New configuration system, run control, operational monitoring now available and in use

> Discussion of 2025 development plans expected to start soon

 Far Detector installation schedule update

> Procurement plan being reviewed in light of the new timeline and constraints

> Interactions with other systems during installation being checked for conflicts

* Near Detector DAQ interfaces being updated for the early 2025 detector reviews

* The consortium is looking for a DAQ Run Coordinator for NP02

Science and
Technology
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