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HEPCloud allocation requests & NERSC



• NERSC provides one of the largest computing resources that is accessible via HEPCloud

• The NERSC allocation is Annual and goes through the ERCAP (Energy Research Computing 
Allocations Process) award system
– The time on NERSC is divided by research offices at DoE (BES, HEP, Nuclear, etc....)

– Our ERCAP request goes to out HEP program manager for computing (Jeremey Love)

– The program manager divides the pool he is allocated for all of HEP to different projects

• Currently we have 3 projects that use HEPCloud:
– CMS (m2612)

– DUNE (m3249)

– Everything Else (m4599)

HEPCloud and NERSC
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HEPCloud Leveraged Resources (12 month)
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HEPCloud provides the equivalent 
of  ~37500 compute cores (time 
averaged) to the HEP community

HEPCloud provides burst 
capacity of over 100k+ cores

NERSC is the leading 
resource we provide



• There are currently
over 100 different HEP
projects that split the
allocation.

• The biggest are the
CMS and Atlas allocations

• The DUNE and the other
HEPCloud are large

• But we need to use
what we ask for

NERSC HEP
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DUNE

If we don’t then we have 
a harder time on the next 

allocation cycle



Currently for CPUs:

• CMS is on track with 70% of their CY24 allocation used

• Other HEP Experiments are on track with 100% of their original allocation used, and have 
received a supplemental allocation (overall 60% usage of total available allocation)

• DUNE is not on track to use their allocation by the end of CY24

Currently for GPUs:

• CMS does not use GPUs

• Other HEP Experiments have 2200 GPU node hours available (part of supplemental)

• DUNE is not on track to use their 18k GPU node hours 
(and has another 81k hours in a separate allocation)

• We have a small allocation for testing.  
(See me for access if you are trying to set something up)

Current State of NERC Allocations
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• Next year’s (CY25) allocation process has started.

• ERCAP proposals are due Oct. 7
– We need to have these done by Oct. 1 so we can review etc...

• All major experiments who have used NERSC in the past have been contacted to provide 
numbers for 2025 and justifications.
– We also need references for results/publications from prior awards

• We are drafting the text for the proposal
– When the text is done you will receive a copy for signoff/approval

• If you need help please contact us.

CY25
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• NERSC uses an accounting system that can be hard to translate into more natural units
– In general the conversion factors we use are:

400 grid cpu hours = 1 nersc Perlmutter node hour

– But this is application specific, so if you have better numbers please let us know.

• For storage:
– We use a “stage-in/stage-out” model for data at NERSC as well as a streaming input data model

– For staging space we have ~100 TB of space that is shared across experiments (except DUNE)

• For most workflows this works well.  

• You don’t need to request extra space unless you are doing something odd.

• For GPUs:
– Each Perlmutter node has 4 nVidea A100 cards.  If you can, benchmark your application on a node and 

then we can workout how much time you realistically need.

Notes:
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• HEPCloud is a HUGE success in bringing 
together different resource pools 

• NERSC is not the only resource out there!

• If you have the ability to get allocations at other
major compute centers we can help you use them!

A plug....
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Perlmutter

Cori



• Any questions?

Questions?

09/26/2024 A. Norman - HEPCloud Stakeholders, NERSC10


	Slide 1
	HEPCloud and NERSC
	HEPCloud Leveraged Resources (12 month)
	NERSC HEP
	NERSC HEP
	Current State of NERC Allocations
	CY25
	Notes:
	A plug....
	Questions?

