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 The medium between the physics and our
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DAQ
“DAQ” = Data AcQuisition

 The medium between the physics and our
experience of It

e A catchall term with an expansive scope
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DAQ
“DAQ” = Data AcQuisition

 The medium between the physics and our
experience of It

e A catchall term with an expansive scope

* Transforming our collection of sensors ...
... Into a functional scientific instrument!
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DAQ Basics



Everyday DAQ

You're already familiar w/ DAQ!

* Analog signal sampling
and digitization

* High speed data
transmission

* DMA, bussed (USB, PCle)
communication and
resource sharing

* Middleware (ie: drivers)
for device control

e Software processing &
data storage
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More Sophisticated

Proprietary DAQ systems, eg:
 LabVIEW :

— Perhaps the most familiar

— Graphical programming software for
data flows (also control, automation)

- Designed to support National
Instruments hardware. Functions
with 3" party h/w as well

— Runs on your PC / laptop

 Matlab/Simulink software
- Similar, but without the direct h/w tie-Iin
— Graphical or scriptable
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For the Hobbiest

Arduino
e Single-board microcontroller
* Firmware programming via IDK, “C” or python
* Native analog GPIO, ADC/DAC, etc

Raspberry Pl
 ARM based single-board computer
* Linux-based OS

Cheap and accessible! Get one!

Many sensor & DAQ extension boards
available for both

e See : Adafruit, Sparkfun, etc
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Not Just For the Hobbiest

CMS Internal Note

The content of this note is intended for CMS internal use and distribution only

22 September 2016 (v2, 17 February 2019)

Figure 1: Sensors readout by the CMS Arduino system. On the left the digital thermometer DS18B20. On
the right the custom made multi-sensor DS2438+HIH4030 with and without its anodized aluminium protection.

Arduino for monitoring in the CMS experiment

FPalmonari'' ), EButz'* | A Kaminskiy'/
tal University of Wisconsin
(B0 KIT; Karlsruhe

(=) Skobelisyn Institute of Nuclear Physics, Lomonosov Moscow Stte University

Abstract

During the long shutdown one of the Large Hadron Collider (LHC) we deployed a network of 562 tem-
perature and humidity sensors inside and outside the solenoid volume of the Compact Muon Solenoid
experiment (CMS). This network was used to validate the conditions for cold operation of the CMS
silicon strips tracker detector. A low-cost monitoring system based on 13 Arduino Mega2560) boards
with 1-wire standard readout was integrated in the CMS experimental cavern. The construction of this
system involved the development of a custom Arduinoe-shield extension board and of a custom sensor
that combines relative humidity and temperature sensing elements to output dew-point estimations. In
this note we give a detailed description of the final sysiem now used in daily operations of the CMS
tracker.

Figure 3: Near-side Arduine® crate in X2ZN37 located in the CMS experimental cavern.
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HEP DAQ

Complete commercial DAQ solutions generally not viable in HEP
 Custom sensors and electronics
 Environmental : remote, irradiated, cold
 Enormous channel counts
 Huge data rates and data volumes
* Often low latency requirements

We have to design, implement, Fir
commission, and operate our own! WAL, = e

......

E 2EB nel
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A Basic DAQ System

TO
FILTER —P *OMP.
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Basic DAQ Tasks

Analog-to-
= digital
(transducer) @ Conditioning L
ﬂ]””r
\j % % G
Physical Noisy electrical Conditioned Digitalized and
phenomena signal signal sampled data
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Driver

Software

00101001
01001011
10001011
10110101
10001011
01001011
00101001
01001011

Raw binary
information

Application

Software

12.256 Ibf

43.643 |Ibf

67.873 Ibf

84.299 Ibf

62.916 Ibf

33.009 Ibf

Processed
data




Something’s Missing ...

TO
FILTER —P OMP.
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Trigger Warning

A control signal to switch between

Ry Rr
MW
sample and hold ... fm !
In general, need a signal to = i
"trigger” digitization, VL JTL o Vo
transmission, etc -

Control

* Sometimes this is simply a clock edge, ie: a periodic trigger
e But often more involved, eg:

— Athreshold discriminator
- A coincidence trigger
- Physics-based ...

In HEP, triggering is closely related to DAQ (aka “TDAQ”, more later)

11/20/244
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A Simple DAQ System

(borrowing liberally from A.Thea et al for STFC)



Physics Example

Beta decay

e Start with an ensemble of atoms & —H T |
e Poisson probability for decay of individual |
atom within a time interval _’KJ
 Time between decays is an exponential
function
S = ADC

- A mean time
between decays 29 Probability of time (in ms) t.En

Il

~

between events for average
decay rate of f=1kHz > [=1ms

e Consider 1ms

interrupt

[ proce

Processing

- f=A1:mean
decay rate

¥ 4 i
Time between events
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Physics Example

Beta decay

e e*generates an analog signal in a PMT &
* That signal follows two paths

— To an analog discriminator, compares K J delay
with a set threshold, gives a digital output i

- To an ADC, with the input delayed to str
synchronize with the discriminator output

* The discriminator “triggers” the ADC E
digitization .

* Once digitized data ready, data processing et | S
(eg: formatting, calibration corrected) triggered

* Processed data then stored on disk

»  ADC
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Physics Example

Digitization / processing chain takes some

time to complete : latency £t ;EJ:D}|

* Average decay time is A =1 ms, so design
the chain to accommodate - t=1ms _JK J

But time between
decays is random

 What if rate
fluctuates high?

start

I— ,\I—l ms > ADC

* |nserting new data
In the chain while
processing risks |
corruption ... I S T L R S

[ proce

Processing

interrupt
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Physics Example

Protect processing by inhibiting new triggers % o
when the chain is busy =1ms

e Limits max throughput to disk to 1t = 1 kHz :}7 J
* This would be the case if, eg, we had a o>
perfectly timed clock trigger ... j l
The inhibit introduces deadtime A

LOGIC

1ms

* Leading to a loss of data collection efficiency

* le: fdisk < fphysics _ (N
flip-flop -
A L A4 A e > .
Events in detecltoT Time —> L e Processing ]
AN
Jeg L Eh
LiEU’aE _ | | | | LI 1 Nonparalyzable m i
T T T T

11/20/244 EDIT 2024 - DAQ - K. Hahn




Physics Example

Determining faisk : T t=1kbiz
' =1ms
* Referred to as rops below, and fohysics =1 ...
Elvmts in demclmTl _ll_l ﬁ Time —> @ ‘J by
L e oy | l
._we L0 —1 [ [ f— Nonparalyzable A"ﬂ
T T T T start
> ADC
Lossrate= r - l'ﬁbs or n—m (ln te}{t) LOGIC E
Fraction dead =1, T or mT =
[ Loss rate =r (1, T ) or n(mt) | e e
. . W z Processmg ]
Fraction live = (1 - r t) or (1- mT) y resdy
Lops — T (1 = Iops ’C) =l L rohs/ (1 = Tobs T)
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Physics Example

Determining faisk: S f=1kHz

A=1ms
* Referred to as rqs below
:77 TRIGGER
: r b — r delay
T=0 o 1+ 77
Ve —0
erS a* b v
5 o
T L B 7|" ___________ 1’4’1: start > ADC
7 | BUSY
/ v LOGIC w
s | E
Ve I Nonparalyzable ‘;
’ e
lref— — — ’.f_ i I flip-flop
. £ L o s e i
b= -*:’, e L e i e SET |# = +
I | R . Processing
I 7 ready Y
I I
n, r " "
: I
:
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Physics Example

Output rate lower than input rate : S t=1kbiz
' =1ms
T
f.U A — 4::: TRIGGER
ob | -+ Tr 4 @ ‘J delay
Therefore DAQ inefficiency : e[ ADC
LOGIC E
£ = Tobs < s 1 5™ L
T 1+ 7r flip-flop
W = Processmg ]
7 ready
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Physics Example

What is the efficiency in our example? x> A
1 %% _‘J'r_ TmGGEiJ
! fr— p— [’]+l' kH delay
s 1+ (1 ms)(1 kHz) o >

Auﬂ
£ — 5{}% start

BUSY
LOGIC

»  ADC

1ms

To improve efficiency, can try to reduce T, eg:

’r:

flip-flop

_ Tobs 1
€ = SET |«

£ = Ugg — T = UU]. IS r B L+7r Q Ciean fe

7 ready

* For instance, via parallelization : more pipelines

* Here would need a factor of 100 over capacity beyond nominal ... costly!
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Physics Example

Another approach : derandomization

 Buffer the data with a FIFO until processing O 0)0)0]0]0)0) Ol
chain is available _)l@@@@@@@_)
- FIFO = First In, First Out queue
— Depth given by number of cells e
- Both h/w and s/w implementations " Gsoiton \

Absorbs input rate fluctuations )] f ¢4 &

* Smooths the distribution of arrival time of data —
at the input to the ADC

* Processing start becomes more periodic T{msii‘*’ (H2)

 But adds to the overall latency " aismbton D\

ms
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Physics Example

Result : efficiency now dictated by buffer occupancy
And occupancy depends on nominal rate and buffer depth

Study efficiency as a function of traffic intensity : p = 1r

* p>1:system overloaded e e e
* p<<1:system over-designed - Zigiﬂiiﬁ'
e p~1:system can achieve high efficiency |

with small buffer depth Pt
Influence of buffer depth assessed using | <~ i

0.5

simulation in most cases

0.4 L
0o 0.5 1.0 15 20
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Physics Example

Processing now retrieves data from the o f=1kH

queue when ready and data is available e
Busy logic must monitor occupancy V7 J
« Otherwise FIFO can overflow —oho>—— | l
 Assert trigger inhibit when FIFO close to full sart [
Loaic i §
I .
J

4’[ Processing
i
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Physics Example

Processing now retrieves data from the o =i
. . - m
gueue when ready and data is available

Busy logic must monitor occupancy V7 J

« Otherwise FIFO can overflow —oho>—— | l

* Assert trigger inhibit when FIFO close to full sot [ oc

The FIFO adds latency, therefore delay o sackinl L -
] |

N T

4’[ Processing
i
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Physics Example

Processing now retrieves data from the ‘33_ f=1kH
gueue when ready and data is available | A
Busy logic must monitor occupancy :'7 J o

* Otherwise FIFO can overflow ) -

« Assert trigger inhibit when FIFO close to full [

The FIFO adds latency, therefore delay ocic ey § g

« Can replace the ADC delay with an o I = %

analog equivalent (“pipeline”) ﬂ[
Processing

 Heavily used at the LHC : frontend buffers
£

.~ J T
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DAQ Scaling

(borrowing liberally from A.Thea et al for STFC)



Scaling Up

1 channel
- X "““‘“J Frontend data conditioning
* Digitization (often), buffering
ADC
!

Pmcessing}
.
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Scaling Up

N channels

< T“'G“"J Frontend data conditioning

T  Digitization (often), buffering
ADC [, Frontend readout

\ « Sampling, formatting, buffering

[ Processing ]
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Scaling Up

N channels N channels N channels

== s T“'“‘“j Frontend data conditioning
\ | | * Digitization (often), buffering
Eall]. ADC . ADC Frontend readout
\ \ \ e Sampling, formatting, buffering
[ Processing] [ Processing J [ Processing ]
| . | Event building

* Data assembly, buffering
Data Collection
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Scaling Up

N channels N channels N channels - _
-: P T“'“E"J Frontend data conditioning
U * Digitization (often), buffering
e ADC . ADC Frontend readout
\& \ “‘ « Sampling, formatting, buffering
[ Prncessing] [ Processing } [ Processing }
| . | Event building

* Data assembly, buffering
Data Collection

! Event filtering
[ pmcessing} * Select/reject, event buffering

¥
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Scaling Up

N channels N channels N channels - _
-: P T“'“E"J Frontend data conditioning
U * Digitization (often), buffering
e ADC . ADC Frontend readout
\& \ “‘ « Sampling, formatting, buffering
[ Prncessing] [ Processing } [ Processing }
| . | Event building

* Data assembly, buffering
Data Collection

Event filtering
[ pmcessing} * Select/reject, event buffering

! Event storage

* File logging, file buffering
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Scaling Up

N channels N channels N channels BUﬁerlng needed at a” Stages

\ -- » TRIGGER

—™

| | - N No buffers should overflow

ADC 1. ADC .. —[ERE  Occupancy at one stage used
to inhibit the preceding

E [Process.ing] [Pmcessing} E[PmcessingJ * [nhibit propagates upstream
| . | until it reaches the trigger

E Data Collection e Referred to as “back-

pressure”
E Processlng ]

|
-
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Implementation

N channels N channels . N channels hﬂ A Multl_tlered DAQ
IIT T. E Il »  With basic functional units
ADC . ADC 3 ADC replicated within each tier
\ﬂ \L Ingredients
[Pracessing] [Pmcessing} [Pmcessing} « Detector structures

{ . ]

e Readout & control cards

Data Collection

[ : | : e Backend crates
FARM FARM FARM ° Racks
| | |

e Server farm
______________________________________________________________________________________________________________________
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Implementation

N channels N channels o Nehemels ) Different technologies
IIT- T- - |—- employed at different levels
ADC [h. ADC . ADC r
[ Processing ] [ PYDCE‘SFJ"EJ [ Processing]

{ i ]

Data Collection

I
. ' !

FARM FARM | ... | FARM
I | |

=
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Implementation

N channels N channels o Nehemels ) Different technologies
IIT- T- - |—- employed at different levels
ADC [T, ADC .| ADC Frontend : ASICs
\k \L e Custom circuits
[Processing] [Pmcessing} [Pmcessing} e Often radiation tolerance
{ “ . | « High speed, deterministic
Data Collection * Buffering is expensive ...
| ,
! ! '
FARM FARM | ... [ FARM

=T
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Implementation

N channels N channels o Nehemels ) Different technologies
IIT- T- - |—- employed at different levels
ADC . ADC . [ ADC Backend processing : FPGAs
\ﬁ \4 ‘:W:T * Customizable logic
[Prucessing] [Pmcessing} [Processing] * Real time performance
{ “ . | « Resources : RAM, DSPs,
MGTs, etc

Data Collection

I
. ' !

FARM FARM | ... | FARM
I | |

=
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Implementation

N channels N channels y N channels : — Dlﬂ:erent technologles
IIT' 7‘ N |—' employed at different levels
ADETT). aliC — T Event handling : CPUs, GPUs
\ﬁ \4 * Relaxed latency requirements
[Pracessing] [Pmcessing} [Pmcessing} allows for batch processing
{ . | * Resources available for complex
' algorithms
Data Collection
I
| ! !
FARM FARM | ... | FARM

=
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Implementation

Backend FPGAs hosted on custom PCBs
* Providing upstream and down stream connectivity

19"

TuU

* Interfaces to trigger and timing

« User access via microcontroller, sytem on chip,
system on module, etc ...

Backplane Connectors
(for power and data)

VME Board

Plugs into Backplane

Backend boards housed in crate / shelf :
* Providing power, cooling, networking, etc

* Often extending in the rear with additional boards
* Boards generally communicate via the backplane
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Implementation

Backend FPGAs hosted on custom PCBs
* Providing upstream and down stream connectivity

* Interfaces to trigger and timing

« User access via microcontroller, sytem on chip,
system on module, etc ...

Backplane Connectors
(for power and data)

VME Board

Plugs into Backplane

Backend boards housed in crate / shelf :

* Providing power, cooling, networking, etc

* Often extending in the rear with additional boards
* Boards generally communicate via the backplane

— Similar to peripheral cards in a PC
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Implementation

Communication schemes : bus vs network

* Both have their advantages

POOHY - QO e JOQDODRHOE

\ J

bus
e - G0
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Implementation

Busses : communication over shared electrical lines
* Access to the comm channel must be arbitrated
 Master/slave transactions

* Unique bus IDs / addresses

« Examples : PCle, USB, NIM, VME

SLAVE MASTER

Considerations
 Easy to add a new device
 Number of devices limited
select Line * Typically slow
— Bandwidth limited by bus width
- Frequency by physical length

Device Device Device Device
1 2 3 4

Data Lines
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Implementation

Network : point-to-point communication among peers
« Electrical, optical, wireless

* Switched networks, different topologies
* Unique network addresses
 Examples : Ethernet, Infiniband

Mesh Topology Ring Topology Star Topology

Considerations
 Easy to add a new device
e Scalable, guaranteed bandwidth

* Congestion : latency usually not
guaranteed
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11/20/244

Implementation Example : CMS SST

Support Frame
(carbon fiber / Mirco-Bonds
graphite)

N

|

|
y

EDIT 2024 - DAQ - K. Hahn

N Kapton Circuit
Silicon Sensors - bias voltage + filters

1 or 2 per module - backplane isolation
- temperature sensor

Front End Hybrid
with flex tail

Pitch Adapter
fan out from readout

chips to sensor

50



Implementation Example : CMS SST

Optical
transmitter

VME or 5-LIMNK64 readout

-

£ 34 Xilinx Virtex IT FPGAS
P8 up to 2M equiv gates each

Detector

Delay FPGA: ADC Coarse and Fine Clock Skewing.
FE FPGA: Scope and Frame Finding modes.

EE FPGA: Event building, buffering and formatting.
VME FPGA: Controls and Slow Readout path.
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Implementation Example : CMS

Detector Front-Ends (FE) (>-T<)
Trigger Processors ‘ ‘ ‘ Trlgger and detep_tqr Ida"ga .~ 50, 000 x 1-10 Gbps GBT links ’ ‘ ‘ | ‘ ‘ ’ D,
Global Trigger R 12 Detector CEOEEPEEEREEETEr [ 1
Back-Ends 4 Trigger ” H ” " ” " ||1 10Gbs data links el O
TTC 4 100 Gbs data Y ack-Ends &
TCDS/EVM  [S75 1] - IDTH ;l BDelt(eéto; —| Do !
ack-cnads
ax 100 GbE ATCA 1
Busy crate ] :
——i DTH
CIRCTA . (2]
=l
TT N
~ 1000x100 Gbs data links I” TTTIT, Data to Surface (D2S) 200m fibers | |
M Data to Surface. Data Concentration Network
200 x 400 GbE ports
~ 200 RU/BU servers
~ 200 x 400 Gbs switch [ M RoCE Event Builder I
~ 200 Tbs bandwidth ! Event network Chassis based Ethernet switch é
~ 400 x 400 Gbs switch ‘[ M Event Back Bone J i
- — 11 f I y
Top of the Rack (ToR) [ } [ ~ 10 PB local storage | Cluster Merge &
HLTswitches | M HLTToR R 50 GBs access | Storage | | Transfer
s &S &
Central Data
apy @LA Recording CDR
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Large Scale DAQ : LHC

LHC experiments provide
examples of large multi-tiered

DAQ

e 10°-10° channel counts
« O(MB) event sizes

* High data rates

But interesting differences
among them!

Level-1 rate (Hz)

LHCh
] KTev ,
0”@ D
5 _ HERA-B o
1 KLOE CDF II
”HO\ .
- ") CDFE, DO
lU“" -
" UAl ‘s  JaNA49
10‘- p d I.) T T rll'lT T
10 108 106

high Level-1 tngger
(1MHz)

high no. channels
high bandwidth

(Terabits™)

¢ '\/ATLAS

J CMS

high data archives

_/] (PetaBytes)
ALICE

0 LEP
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event size (bytes)

107

11/20/244



Large Scale DAQ : LHC

P hyS I CS based trl g g e I’S proton - (anti)proton cross sections

107 g T 107

* Interesting physics has low cross 10°

section - need high luminosity! Tevawon  LHC §°°

e But uninteresting physics contributes 5 | 10°
with high cross section o o
10° 5 5 103;5
 Can'tstoreitall ... 0 | w20 100
* Event filtering based on interesting CR o o ©
. . = o (E£*' > 100 GeV ° 3
physics signatures o0 f | o 10

- Eg: High energy jets, leptons o / 5 °

* Multi-level event selections i e e

— Coarse with low latency in h/w 100 W~ 500 Gev) \ 10°

. . . . . 10—7 :”“QIQS H. ool . v el 1 P 10?

— Particle-like with higher latency in s/w 0.1 ! 10

Vs (TeV)
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Large Scale DAQ : LHC

Example : ATLAS & CMS trigger tiers
Hardware Level-1

[ detectors Kiehchoc * FPGA-based

- digitizers o digitizers o DeteCtor readout upon
__ front-end pipelines 4 front-end pipelines accept

il

e Latency O(10) s
e Accept rate ~100 kHz

Software HLT

* Offline-like reconstruction
processor farms * 100 GB/s network,

« 10%cores

 Latency O(ms) ++

1 kHz accept rate

100kHz

Readout

T readout buffers 1 readout buffers

switching networks switching networks

Processor farms

1 kHz

DAQ+HLT
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CMS Run-1 TDAQ

Run-1 (as from TDR, 2002)
« Myrinet + 1GBEthernet
« 1-stage building: 1200 cores (2C)
« HLT: ~13,000 cores
« 18 TB memory @100kHz:

~90ms/event (| e

digitizers

front-end pipelines

readout buffers

switching networks

processor farms

2 EB networks
Filter network
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CMS Run-2/3 TDAQ

Event size up to 2MB
100 kHz — 100 kHz (large margin)
L1 rate L1 rate{ T e

il |

l o L rempssaa | < g

--7-10/40 Gbls Ethernet
e 001 (0 T e T 0 T, s

> : I-ﬁiii-
j56 Ghisiafinibandly 200

- =

o= b emid- GBIs

— 13000 core B = ST, (e
filter farm 16000+ core

CMS DAQ 2 filter farm

l max. 1.2 GB/s to storage l ~ 3 GB/s to storage
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ATLAS Run-1 TDAQ

Overall network bandwidth: ~10 GB/s
« x10 reduced by regional readout)

Complex data routing

HLT reconstruction
Seeded by Level-2
Regions of Interest

11/20/244

Event rates

design

(2012 peak)

40 MHz
(20 MHz)

<2.5 us
Y

75 kHz
(70 kHz)

~40 ms
(=75 ms)
Y

4 kHz
(6.5 kHz)

~4 5
(=18)
Y

300 Hz
(1000 Hz)

DAQ

o) ) [meen

{ Fe )| FE [ FE )

{roD) [RODJ [ ROD)

a
3
E

ﬁp___J;___Jr
" =

Readout System
~150

~100

Event Builder

8

I Data Logger

Trigger
Custom ——_’_—/))
Hardware R P
Level 1 Accept
Level 1 Region of Interest
Resulls (Rol) Data
~7500
cores
r— Rol fragments _
|| ProcessingUnit [ Y| Datl:ecn:-l::eﬂ?m <
L2 Accept
-7500 .
Full events Back-End
Processing Unit Network
Accepted | E—
evenis
"""" éé&"""'}i
i___Permanent Storage _ _ |

(Due to 50 ns bunch crossing rate instead of 25 ns)
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Detector Readout

Data Flow

Data rates
design
(2012 peak)

ATLAS Event
1.5 MB/25 ns
(1.6 MB/50ns)

112 GB/s
(100 GB/s)

!

6 GB/s
(10 GB/s)

450 MB/s
(1600 MB/s)




ATLAS Run-2/3 TDAQ

 Increased rates
» Merged L2/HLT

« Increase Readout bandwidth Event rates Trigger - Peak data rates
(peak) Cala/ | [ Pixel (primary physics)
« Increase HLT rate {anl [:scr] [°'“°’|
B ~  O(60 TB/s)
« Unified network 40 MHz 000 3
‘ Custom I (fe ) [rFe ) [ Fe ] :
Hardware | Level 1 Accept i 5
’¢ W 'J\) B
L / (rop] (Rop] (roD] fd
100 kHz Regions of Y
Interest ~ 160 GB/s
wb FTK 0(100
(HLTSV ——
((Readout System ]
= 3
%‘W Fragoame &
Processing Unit b ¥
Full event =] ~25GBIs
L Y
~1.5kHz ~ 1.5 Gls
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LHCb Run-2 TDAQ

Muon ID
Particle ID Trigger Support

Detector

Al i |veol{ st H ot Hrich ECal HHDaI HMunn|—
'III | Trilﬁer o ‘ t ‘ g
- & Mg Tk N N o Tmﬂ L o M.,..E.:

E _ _ LHC clogk_
e - "?..‘;‘;?.,“‘ Rt [rsaen | aaon H“;:::::‘ “;::::' R;:::;" 1
N \ | i Fd _d
17T T1 PUSH \__ N_\ HAontfend / 7/
2 : lest \ \ ‘ / /‘
K, Identification % N | e | READOUT NETWORK
;r::;k;:aremsnt gﬁé:r;r?;t:;pc-rt SB, S
/ /éve% Bm)‘img\\ -
Single forward arm spectrometer > ~700 MB/s
. p USH [ SWITCH SWITCH SWITCH SWITCH SWITCH SWITCH
reduced event size
v clc|c|cl|Cclc|c|c] |c|c|c|C Clc|Cc|C clc|c|C clc|Cc|C
. AVE‘FBgE‘EVEﬂtSIZE‘BO kB elelele[lrlelr(el e le|r el (e lrle|r | (r e |r|r| |r|r (e |P
— LUUUI..I Ujuuju jujujujul (UUjUju| (Ujuluju| Jujuju|u
+ Average rate into farm 1 MHz 10GB Ethernet \ HLT farm 4

» Average rate to tape ~12 kHz

— EvVent data

Small e‘u'ent) at hlgh rate = = = Timing and Fast Control Signals
Control and Monitering data

« optimised transmission
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LHCb Run-3 TDAQ

(Level-1) Trigger-less! - ) \ Cavern
‘ Detector front-end electronics == 5
i3
Data reduction before EB i I I ] Lol l l I B I I i 2
3
« custom readout FPGA-card (PCle40) 2
L | lllllllllllllllwﬁ
« Each sub detectors with its packing algorithm, i MntBmlderswcﬂeadwtboard)M |
.e. zero-suppression and clustering Nt 1 11¢ ! IME:WM _
. GIIOGGbm's E Bullder network
Readout: ~10,000 GBT links (4.8 Gb/s, rad-hard) B ol w g
| -m - ¢
v v “~2 Onine =77 % =
DataFlow: decouple EB and HLT in 2 networks - W) ‘3;
. Event Filter Farm &£
» scalable up to 400 x 100Gbps links 1000 — 4000 nodes G

data center

GPU selection (HLT1) colocated with
PCle event building
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A short introduction to DAQ
* From basic ingredients : trigger, buffers, back-pressure

* Then scaling from few to many channels
- Multi-tier DAQ, data transfer

* Ending with full implementations
- Using LHC experiments as the example
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A short introduction to DAQ
* From basic ingredients : trigger, buffers, back-pressure

* Then scaling from few to many channels
- Multi-tier DAQ, data transfer

* Ending with full implementations
- Using LHC experiments as the example

The magic animating our experiments!

. ¥’ MAGICDAQ .
Iscloted USB DAQ - MDAQ3I0D y

8 Al 14 bit. 48kS/s. -/« 10V

BDID. 0 -5V
2AD/PWHM, 0 - 5V
1 Counter/PWM, O - 3.3V

AP & Docs:
o

L ]
w-hqgltdﬂ“"
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A short introduction to DAQ
* From basic ingredients : trigger, buffers, back-pressure

* Then scaling from few to many channels
- Multi-tier DAQ, data transfer

* Ending with full implementations
- Using LHC experiments as the example

Much more to cover than time permits!
* Techniques and protocols, control paths, timing & synch

* Local DAQ : detector-specific procedures for acquiring sensible data
— Noise scans, signal injection tests, calibrations ...

 TDAQ for future experiments
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