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Opmon

▶ Opmon = operational monitoring
▶ dunedaq modules publish data to DB (json)
▶ DB is queried by grafana -> nice plots
▶ very important during real data-taking (our window to what is happening)
▶ up to developers of each team to implement what/when is being published

September 24, 2024 Michal Rigan mrigan@sussex.ac.uk 2



Grafana
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Trigger v5

▶ no opmon was ported when moving v4 -> v5
▶ new opmon system -> moving to protobuf files (Google’s language-neutral,

platform-neutral, extensible mechanism for serializing structured data)
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Trigger v5: opmon flow

1. opmon message 2. Define variables

3. Actual logic to update 4. Publish

September 24, 2024 Michal Rigan mrigan@sussex.ac.uk 5



Trigger v5: opmon flow

5. Published message 6. Grafana view
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Trigger v5: structure

▶ Now using processors (’instead’ of makers): TPProcessor, TAProcessor,
TCProcessor

▶ (v5) MLT functionality also separated into TCProcessor and MLT:
▶ TCProcessor: receives TCs, creates TDs. Deals with bitword checks,

ignoring, merging. Passes on TD to MLT.
▶ MLT: receives TDs, forwards actual readout requests. Interfaces with DFO

(status) and Livetime Counter.
▶ plugins: RandomTCM, CustomTCM, TriggerPrimitiveMaker (replay), HSI

Source Model
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Trigger v5: opmon implementation

▶ most variables are incrementing, cumulative counters
▶ Grafana setup to show the difference (derivates)
▶ some weird cases (below)
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Trigger v5: opmon implementation: simple
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Trigger v5: opmon implementation: complex
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Trigger v5: opmon implementation: complex
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Trigger v5: opmon implementation: summary logs
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Trigger v5: latency opmon

▶ in review, Grafana plots ready
▶ new latency class, used throughout:

▶ compares data times to system time (std::chrono::system_clock)
▶ can deal with ms, µs
▶ shared protobuf msg
▶ additional case to deal with TD request readout windows
▶ configurable, added to appmodel schemas
▶ can sometimes be ’weird’, as the reporting is not tracing objects uniquely

(ie, a TA will report it’s time_start when made)
▶ using ’offline’ system/session there can be patterns observed that are not

expected for online system (development)
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Trigger v5: latency opmon: proto
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Trigger v5: latency opmon: oks
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Trigger v5: Grafana

Gragana
(now for the fun part)
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