
LE production 

Elisabetta Pennacchio

Production meeting 

September 26th

1



2

2) LE request : ticket, footprint

▪ 14 samples, required statistic is different for each sample (from 0.2M to 2.4M)

▪ FD1-HD, FD2-VD, with and without radiological background

▪ generation, g4stage1, g4stage2, detsim, reco1. Further processing once Pandora 

traning is complete  

▪ 9M of events corresponding to 13 samples, 100M for one sample at generation 

stage,  filtered to 1M  after G4 

▪ expected data volume: ~1.1 PB

▪ validation sample : 50k events for each sample (to allow training) , ~55TB 

Production meeting Sep19

https://docs.google.com/document/d/1xhhJcgd_LQV76dX1Ra1L0iDJABdaAbJuCMpNS6suWMg/edit
https://docs.google.com/spreadsheets/d/1EPA0NHuN-Uk_hFReHevcCuDpZ28rb00VCdd6cmaI_j8/edit?gid=1368833049#gid=1368833049
https://indico.fnal.gov/event/66232/contributions/300092/attachments/181848/249516/Planning_Sep19.pdf
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Plan: 

■ prepare jobscripts, run preliminary tests to validate workflows and metadata  

→ ~1 week (update at the production meeting next week)

■ next week during the production meeting we will discuss how to organize and 

run the campaign. Help is needed: call for shifters 

Production meeting Sep19

https://indico.fnal.gov/event/66232/contributions/300092/attachments/181848/249516/Planning_Sep19.pdf


Where we are: 

▪ The samples to be generated correspond to FD1-HD, FD2-VD, with and without radiological background.

▪ For FD1-HD there are also two different configurations: centralAPA and lateralAPA, requiring not only a different 

generation fcl file, but also a different g4 fcl file

▪ FD1-HD workflows have 4 processing steps: gen g4, detsim, reco

▪ FD2-VD workflows have 5 processing steps: gen, g4 stage1, g4 stage2, detsim, reco

▪ Event size is very different among samples. For 10 events/output file (here)

✓ No background:   ~8MB (both geometry)    

✓ Background: FD1-HD ~500MB (central APA) , 350MB (lateralAPA)

✓ FD2-VD ~2.5 GB

→ The number of events/file has to be different among samples. To get output file of a “reasonable” size 

✓ no background: 2000 events/file  (4 samples)  2000x8MB/10 ~1.6 GB  is it feasible?

✓ background FD1-HD 50 events/file (6 samples)   50x350(500)MB/10 ~ 1.7(2.5) GB 

✓ FD2-VD 10 events/file (3 samples)   2.5 GB
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https://docs.google.com/spreadsheets/d/1EPA0NHuN-Uk_hFReHevcCuDpZ28rb00VCdd6cmaI_j8/edit?gid=1368833049#gid=1368833049


▪ working dir:  /exp/dune/app/home/dunepro/le_ritm2205749

14 subdirs

one subdir/sample

Implementation

5



How a directory looks like: 

1. metadata generation

2. jobscript

3. json file used to create dataset

used now to test metadata
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Error messages during execution: 
ERROR: lar (generation) exit code: 11090

ERROR: lar (geant4 step1) exit code: 21090

ERROR: lar (geant4 step2) exit code: 31090

ERROR: lar (detsim) exit code: 41090

ERROR: lar (reco) exit code: 51090

ERROR: metadata generation   52002

To make debug easier, a system of error codes is implemented in the jobscript.

A 5 digits exit code has been defined:  

Art exit code

step number

1 generation

2 geant 4 stage1

3 geant4 stage 2

4 detsim

5 reco processing stage within a given step

1 lar execution

2 metadata extraction/creation

X X X X X 



▪ All 14 jobscripts have been tested  interactively, then workflows have been submitted to justIN to 

validate also metadata generation. 

▪ Jobs generating 10 events have been submitted, to double check output file size and execution time.

▪ In the next page a summary table is presented for 13 samples over 14. 

▪ Samples are presented in descending order of priority (ticket). For the last sample the jobscript has

been prepared and tested as well, but results are not included in the table, because the validation 

sample of 50k events is nor required 

▪ For each sample, a link to the relevant  justIN workflow(s)  is(are) presented

Results
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https://docs.google.com/document/d/1xhhJcgd_LQV76dX1Ra1L0iDJABdaAbJuCMpNS6suWMg/edit


1 FD2-VD MARLEY CC (0.8 M)                                           10 3404 5600<t<11000 sec ~8.5 MB

2 FD1-HD MARLEY CC (0.8M) 10 3435 ~1600 sec ~6 MB

3 FD2-VD Radiological background + MARLEY CC (2.4M) 10 3421 ~4 h ~3 GB 

4 FD1-HD Radiological background central APA + MARLEY CC (0.8M) 10

50

3436

3463

~1.5 h

~7,30 h

~600 MB

~3 GB

5 FD1-HD Radiological background lateral APA + MARLEY CC (0.8M) 10

50

3437

3486

~1h ~370MB

6 FD2-VD MARLEY ES (0.2M) 10 3424 6000<t<10000 sec ~7.5 MB

7 FD1-HD MARLEY ES (0.2M) 10 3488 ~1700 s ~5MB

8 FD2-VD Radiological background + MARLEY ES (0.6M) 10 3426 ~4h ~3GB

9 FD1-HD Radiological background central APA + MARLEY ES (0.2M) 10

50

3439

3489

~2h ~300MB

10 FD1-HD Radiological background lateral APA + MARLEY ES (0.2M) 10

50

3440

3490

~1h ~370MB

11 FD2-VD Radiological background (1M) 10 3429 ~4h ~3GB

12 FD1-HD Radiological central APA (0.5M) 10

50

3441

3491

~2h ~600MB

13 FD1-HD Radiological lateral APA (0.5M) 10

50

3456

3492

~1h ~360MB

Summary table
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https://justin.dune.hep.ac.uk/dashboard/?method=show-workflow&workflow_id=3404
https://justin.dune.hep.ac.uk/dashboard/?method=show-workflow&workflow_id=3435
https://justin.dune.hep.ac.uk/dashboard/?method=show-workflow&workflow_id=3421
https://justin.dune.hep.ac.uk/dashboard/?method=show-workflow&workflow_id=3436
https://justin.dune.hep.ac.uk/dashboard/?method=show-workflow&workflow_id=3463
https://justin.dune.hep.ac.uk/dashboard/?method=show-workflow&workflow_id=3437
https://justin.dune.hep.ac.uk/dashboard/?method=show-workflow&workflow_id=3486
https://justin.dune.hep.ac.uk/dashboard/?method=show-workflow&workflow_id=3424
https://justin.dune.hep.ac.uk/dashboard/?method=show-workflow&workflow_id=3488
https://justin.dune.hep.ac.uk/dashboard/?method=show-workflow&workflow_id=3426
https://justin.dune.hep.ac.uk/dashboard/?method=show-workflow&workflow_id=3439
https://justin.dune.hep.ac.uk/dashboard/?method=show-workflow&workflow_id=3489
https://justin.dune.hep.ac.uk/dashboard/?method=show-workflow&workflow_id=3440
https://justin.dune.hep.ac.uk/dashboard/?method=show-workflow&workflow_id=3490
https://justin.dune.hep.ac.uk/dashboard/?method=show-workflow&workflow_id=3429
https://justin.dune.hep.ac.uk/dashboard/?method=show-workflow&workflow_id=3441
https://justin.dune.hep.ac.uk/dashboard/?method=show-workflow&workflow_id=3491
https://justin.dune.hep.ac.uk/dashboard/?method=show-workflow&workflow_id=3456
https://justin.dune.hep.ac.uk/dashboard/?method=show-workflow&workflow_id=3492


What’s next (before moving to  validation samples production)

▪ Once  running workflows  finished, confirm  that 50 event/job are ok (blue lines)

▪ How to proceed for the samples without background? 

▪ Check carefully metadata: are all needed metadata included? Are there any errors?  

▪ Shifters are needed: any volunteer? I can help in submitting and monitoring some workflows but not all

contact me and Aaron

▪ A google doc has been prepared:

• I’ll add the table at page 9

• please add your comments/suggestions  

Comments here will be the starting point for 

the  meeting next week
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https://docs.google.com/document/d/1xhhJcgd_LQV76dX1Ra1L0iDJABdaAbJuCMpNS6suWMg/edit

