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Career Path
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• BS in Electrical Engineering
• Minors in Telecomm.
• Diploma in Wireless Network 

Design
• Founded Codito

• MS in Computer Science
• Published research in 

Bayesian Modeling, 
Student Modeling, 
Graph Theory
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Career Path
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• Research in unsupervised 
deep learning

• PhD in CS
• Equivariant Modeling
• Metric Estimation
• Metric Learning
• Computer Vision
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Career Path
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• Postdocs in Mathematics, 
and at CSAIL

• Materials discovery, 
pharmaceuticals

• Ran a consulting firm 
absorbed into ZS

• Independent research with 
MIT, UIUC collaborators 
(15+ papers)

• Founded a LLM startup, 
advised half a dozen
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Some Areas of Research and Engineering Work
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Overview of Some Work in UQ
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Conformal Prediction

LVD (NeurIPS’21)
TQA (NeurIPS’22)
CPTD (TMLR’22)

Model 
Calibration

KCal (ICLR’23)
Risk-Controlling 

Prediction Set

SCRIB (AAAI’22)

Uncertainty 
Quantification (UQ)

Distribution-Free UQ

FavMac (ICML’23)
UQ for Natural 

Language Generation 
(TMLR’24, EMNLP’24)

Gaussian Process
Monte-Carlo Dropout
Bayesian NN
…

{dog, bear}

{cat}

Hello 
World
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Uncertainty Estimation in Natural Language Generation
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• Fix the LLM. Given an input 𝒙𝒙, the base LLM generates responses 𝒔𝒔 ∼ 𝑃𝑃 𝑺𝑺 𝒙𝒙

• Goal: Quantify the uncertainty/confidence of the generation(s)

• Downstream tasks:
• Pick the best answer
• Refuse to answer uncertain questions

UQ for Natural Language Generation

Why was the plague 
that struck Athens so 
devastating?

There’ no cure

A large flock of birds

It was so short and caused so much quaratic

It happened just as farming season began

input 𝒙𝒙                               Base LLM             response(s) 𝒔𝒔



Uncertainty vs Confidence
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• Uncertainty measure is a property of the perceived predictive distribution
• Takes the form of 𝑈𝑈(𝒙𝒙)
• “Dispersion” or “Variance” of the predictive distribution

UQ for Natural Language Generation

Why was the 
plague that 
struck Athens so 
devastating?

There’s no cure

A large flock of birds

It was so short and caused so much quaratic

It happened just as farming season began

How was he 
traveling then?

By foot

Walking

Walked

On foot



Uncertainty vs Confidence
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• Confidence measure depends on both the predictive distribution and the answer
• Takes the form of 𝐶𝐶(𝒔𝒔|𝒙𝒙)
• Should correlate to 𝑃𝑃(𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐) perceived by the model itself

UQ for Natural Language Generation

Why was the 
plague that 
struck Athens so 
devastating?

There’s no cure

A large flock of birds

It was so short and caused so much quaratic

It happened just as farming season began



In the press
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• UQ with Distribution Shifts
• Estimate distribution shift with domain adaptation techniques (e.g. hospitals with many patients’ data)

• Uncertainty Estimation for Long Text
• Assigning uncertainty to each semantic segment
• How to segment the long text
• Evaluation (which could be costly)

• Uncertainty Expression in NLG
• Prediction set doesn’t just work for NLG, due to semantic invariance
• What does an uncertainty of -0.3 mean? (Natural language expression like “I’m confident that” or use comparisons)

• Conformal NLG
• Learning to abstain than assuming a correct generation exists



Hallucination Classifications and other LLM problems
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Siren’s Song in the AI Ocean: A Survey on Hallucination in 
Large Language Models https://arxiv.org/pdf/2309.01219

BEGIN, QMSum, 
FENMT,FEQA…

Hades

TruthfulQA,,FActScore, 
HaluEval,FACTOR…

Hallucination is not the only problem



Overview of Work in Equivariance
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Fourier Methods

CGNets (NeurIPS’18)
Spherical Autoencoders 

(CVPR’20)

Neural 
Manifolds
Cover’s 

theorem 
(ICLR’23)

Formal Methods, 
Approximate 
Equivariance
(NeurIPS’23)

Equivariant 
Networks
(ICML’18)

Generalization 
(NeurIPS’23, 
NeurIPS’24)

Graph NNs

CCNs (ICLR’18, 
JCP’18, RSC’20)
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G-Equivariance
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G-Equivariance
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Canonical Example: Image Recognition
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3D Shape Classification
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Graph Classification
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A Sample Motivation from Chemistry
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Application in the Physical Sciences Abound
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Application in the Physical Sciences Abound
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Application in the Physical Sciences Abound
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Application in the Physical Sciences Abound
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When is Equivariance Most Useful?
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Overview of Work in Equivariance
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Fourier Methods

CGNets (NeurIPS’18)
Spherical Autoencoders 

(CVPR’20)

Neural 
Manifolds
Cover’s 

theorem 
(ICLR’23)

Formal Methods, 
Approximate 
Equivariance
(NeurIPS’23)

Equivariant 
Networks
(ICML’18)

Generalization 
(NeurIPS’23, 
NeurIPS’24)

Graph NNs

CCNs (ICLR’18, 
JCP’18, RSC’20)
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Simulation-Based Inference
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Identify Mechanistic Models Consistent with Data
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Model Mis-Specification
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Courtesy: Johann Brehmer
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The use of SBI in Physics
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• Language Around SBI:
• SBI has a rich history in economics in the guise of indirect inference
• SBI in Physics is less inference in the classical sense than a form of prediction over parameters
• Statistical guarantees are rarely considered
• SBI Methods tend to be over-confident
• Testing in physics seems restricted over toy scenarios
• Similar methods in ML have a downstream utility
• Philosophical quandary: In physics contexts adjudicating whether the theory is “saving the 

phenomena” is tricky
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Initial Work Plan via “Waldo”
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• Reliability of Waldo and Clarifying SBI Usage
• Credible regions can be made more efficient: Using methods similar to LVD (NeurIPS’21), but 

learning a metric over simulated datasets (across different parameter priors).
• Focus on a family of priors (or a zoo of datasets) and train a general NPE; for “inference” rely 

on dataset proximity to weigh inferred parameters
• Start with toy data and consider real data in different areas (e.g. particle physics) 
• Write a position piece about the history of SBI, clarifying terminology, and working out a 

taxonomy. Connect to areas such as predictive inference/conformal prediction

Courtesy: Masserano et al.
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Broader Goal 
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• Bringing Distribution-Free UQ to SBI
• How can the success of formalisms such as conformal prediction be replicated in SBI?
• What are the pitfalls and relations to areas such as domain adaptation

• Statistical Guarantees in SBI
• Valid credible regions that serve as a first line of sanity check
• Inform better empirical diagnostics
• Produce a series of papers exploring these goals from a theoretical and conceptual perspective 

• Testing on Real Data
• Verify validity or lack thereof based on well-known and well-studied observed datasets

• Interrogating the purpose and sociology of SBI in Physics
• Produce a position piece about the terminology and philosophical underpinnings, and where 

SBI could benefit from a more rigorous treatment
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Thank you!
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