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Just one year a ago....

Looking ahead to 2024 ...

« Some significant slip e ealaoh

Q4

In OurSOftware plan :snaer:igr\:t?fD/NDsoftwarereIeasescom lete
Slnce JUSt May 2023 Tr:ns.itiontoethernetreado.utfor.allWIBscpompIete
- Alre ady a ~3 month zzt(\);vlc?rr:::l:?rit;serst::r:sIceToIay(il:clllsaistﬂEol-\lAll\lclontroI, protocols, buffer req) d b d
de|ay over the |ast gc;n,:‘/ilgounri::c)i:)i:gfr::::;z:;rlcli::dpeli::c’iice)‘r;’interface(schema,datadistribution,API)compIete EmE an eyon
6 m O nth S Review:nd revision (IJf appfvlvkdcomplzte (cmdlib,appfwk, iomanager, conf I/F, opmon I/F)
Timing SW/FW complete including code reviews . .
DAQDgepIo/ymenthd:!IdemonstgratedatEHN1 ® FD deteCtOrS are beCOmlng a reallty, and
T Sysrall focus for = happening soon
finish software foundation, and build up functionality from there - FD2 TDR done and posted!
 Prepare for necessary Production and Procurement readiness - gfgg{lgﬂgﬁﬁgﬁgggg&”g}ggrgséga"em
reviews (most systems Nov2024;eartrerfortmmmgjfor FD
_ - We cannot expect further delays in the
* Preparation of ND TDR detector
« Operations of the FD ProtoDUNEs! And Near detector prototype (2x2) « We should anticipate
ana other teststanads and ... _ PRRs in 2024
- Testing functionality with data from an operating detector - iteration _ Procurements to start shortly after in 2025
on our design and solidifying our specifications
- Installation activities to begin in summer of =
2026 @ SURF
12 11 Dec 2023 W. Ketchum | DUNE DAQ 2023 2% Fermilab SUMVE - Support for detector installation @ SURF to
start in fall of 2026
- « ...all while continuing to make progress
ProtoDUNE LAr procurement just been announced on the near detectors of course
13 11 Dec 2023 W. Ketchum | DUNE DAQ 2023 2% Fermilab UVE
i Sci d
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Planning Workshop Day 3

E Thursday May 16, 2024, 7.00 AM = 10:25 AM us/Central

Description https://cern.zoom.us/j/62734781290?pwd=23FsS05aMHIhM3Y4R3pTWTJrcOVTdz09

CERN room: 892/1-B09

@ 240516_in_the_pre...

An Unprecedented Challenge

& CERN Indico link

Planning Workshop Day 2

Wednesday May 15, 2024, 7.00 AM — 10:40 AM us/Central

Description https://cern.zoom.us/j/627347812907pwd=Z3FsS05aMHIhM3Y4R3pTWTJrc0VTdz09

 Pursuing critical developments, supporting operations at

CERN room: 892/1-B09

4

& Link to CERN indico.. O2n | 2~

(] [ ] [ ) )
CERN preparing technical documentation for o
J Planning Workshop Day 1
Tuesday May 14, 2024, 7:00 AM — 10:30 AM us/Central O1sm | 2~
3 Alessandro Thea (STFC Rutherford Appleton Laboratory) , Asher Kaboth (RHUL), Roland Sipos (CERN) , :
ro u re m e n tS Wesley Ketchum (Fermi National Accelerator Laboratory)
C O15m | 2~
Description https://cern.zoom.us/j/627347812907pwd=Z3FsS05aMHIhM3Y4R3pTWTJrcOVTdz09
CERN room: 304/1-001
®15m | £~
@ (5’ Gantt chart template (5’ Link to CERN indico...
®15m p v
® ® yA LYY — 7:15 AM  Welcome and Introduction ®15m | £~
* Intense planning period at the start of 2024 SR
Introduction.pdf ®15m p B O15m | L2~
yAEYVH — 7:45 AM  NP04 ®3om | 2~
[ ] [ ) ™ Speaker: Wesley Ketchum (Fermi National Accelerator Laboratory
[=) Minut D~
- Iracklng the evolution of the NP04 (and NP02 operatlon plan v o |
yZ LY\ — 8:00 AM NPO2 Overview ®15m [ Minutes | Q2 ~ @15m [ 2 -
Speaker: Wesley Ketchum (Fermi National Accelerator Laboratory 7
) °
» Setting up new development + production workflows e
Speakers: Eric Flumerfelt (Fermilab), Giovanna Lehmann (CErN), Gordon Crone (University College London), Pierre Lasorak (Imperial College London)
20240514_drunc_Pl.. &) 20240514_OKS.pptx
3 I l ° | h L] M EREYATE — 10:00 AM  OKS planning discussion
- default branch changed to “production/v4™ on all
repositories
- nightlies are enabled (NFD_PROD4_YYMMDD_A9)
- PR reviews mandatory on “production/v4™
Today ' End of Feb?
| Jan | Feb| Mar | Apr | May | Jun | Jul | Aug | Set | Oct | Nov | Dec -.|
12|34 5!6 7|8 91011}12’1#1415161718&1&0212232425‘&&7282%061383343536373&‘3940414243!441454647484*0#1# [ patch/v43x ] ) £\
| | | | 2 B B4 | | 5 [ | | e U
TCO closure Done in '23 421 . 4 { 0 4.1“.1
Completion of the detector & cleaning prep-release/*dag-va.x maorty pt o (Ot —mrrorod (-
| programmeg J (f v
— [ production/v4 J e ————— O‘ < .
Cooldown and fill x : I E
\ L - :
Purification [ develop }. O O O O H : ( )_. -‘
Operation Operation time may vary -
e ( feature/oks } O """""""""""""" '
Empty B 5.0.0 5.1.0 NPO4 updates to 5.X
| prep-release/*dag-vs.x | ) ehndndade
Erportn s v ~ Ll
i \ E - reconciliation process
TPC completion “‘ ! to be defined
TCO closure '\‘ E
—————————————————— ' OKS to develop g
Completion of the detector & cleaning ' - PR reviews mandatory on “develop” !
-_— . - Nightlies NFD_DEV_YYMMDD_A9 I
Purge . '
: : 5.0 engineering release
Production/v4 will be created on all )
Cooldown and fll "1 repositories and become the default branch ° Eeqture set being defined
- Limited scope
Purification - Tentatively : MiniDAQ included

and available for tests

Operation

Beam
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How Do (€ All Turee Out?







EHN1 Activities

e Of course, main activity was the ProtoDUNE-II run

> DAQ performance highly stable over course of ProtoDUNE-II HD beam run
¢ Sustaining up to 40 Hz (~5.7 GB/s) instantaneous rates during beam spill (~15 Hz averaged trigger rate)
¢ Fully integrated TPC, PDS streaming, PDS self-triggered, CRT, laser calibration, and beam instrumentation
trigger
> Exercised many important aspects of DAQ important for FD DAQ

¢ Ethernet-based readout, long-readout-windows, and of course software-based triggering

 Many other activities at EHN1 over the year, including multiple VD and HD coldbox runs

and gearing up for NP02 operations running
> Included integration of PDS in VD coldbox, and PNS triggered data in spring run

B [DAQ General Meeting] | [16.12.24] Run Coordination



Timing System

* ProtoDUNE Il HD supported by PD-I DTS prototype hardware

» DTS clock locked to beam instrumentation clock

> Smooth operation with no incidents

e DTS hardware used for HSI

> DAPHNE calibrations
> CRT input

* DTS hardware also used to provide synchronisation interface for CRT
* TLU continues to provides synchronisation for ICEBERG
* Delivered timing hardware to support CRP factories

* ND interface specification under development
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NP0O4 Hardware Triggering

» Updates to CTB firmware to accommodate new timing system (Jon S, James S, Ben H)

* Updates to CTB software for dunedaq (was artdaq in last PD-SP run!) (MarcoR)
* Smooth running using CTB as HSI source within dunedag
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NPO4 Software Triggering

* Ran full software trigger chain for the first time on NP04
* Included “ground shake” trigger to help understand these events

* And asimple BSM trigger to catch high energy events

* Generating Trigger Primitives & Activities on all APAs, all planes

ticks (16ns)

DTS time

Offline Channel Offline Channel

“Ground Shake” event HighE event

Trigger



Core Software for operations

Aided operations of detector apparatuses

NPO4:

Run 28536, Trigger 3392, APA2 Plane 2
Trigger Type (CTBOffSpillCosmic), 2024-08-02 15:37:40+02:00 (CERN)

200

100

Data move callbacks vs. message passing
(Major resource utilization reduction)

DTS time ticks (16ns)

50k
-100

e DPDK software stack optimization
(Optimal NIC and buffer configurations) 0 e
e 10G downstream network tuning Offine Channe
e |Improvements to the handling of the TPs in the TPStreamWriter, and to its reporting
e Incremental improvements to the file-transfer metadata that we send to offline
ICEBERG:
e Significant amount of work was done to support calibration runs, etc.

Core SW



Readout hardware performance optimisation

The tuning and optimization stages enabled the stable operations of NP04 with several
generations of dual socket Intel and AMD readout servers.

Skylake (np04-srv-021/022) from 2017
Cascade Lake (np04-srv-028/029) from 2019
Ice Lake (np02-srv-003/002) from 2021
Sapphire Rapids (np04-srv-031) from 2023
EPYC Zen3 (np04-srv-001/004) from 2021

Confining ourselves to older generation, low-mid range CPU configurations drove
substantial effort in low-level tuning of both software and hardware.

This resulted with major resource utilization overhead
reduction of the readout system!

Core SW



EHN1 Activities

A true consortium-wide effort to pull this off

Commissioning and operations, experts at the ready both on- and off-site (on-call or not), and many data-
taking shifts from DAQ consortium

Thank gou!
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Highlights from WGs and
Activities







- &l Working Group 2024

Made progress on detailed network and infrastructure specifications.
Advanced the software services environment toward a fully containerized and automated deployment model with dag-kube
and Pocket and maintained operations for datataking at EHN1 and ICEBERG.

-=> Kubernetes and Microservices:

¢ Transitioned to AL9 clusters
¢ Riehecky completed & refined dag-kube, major improvements in services deployment and Pocket usability

-> EHN1/ProtoDUNE Operations:

¢ AL9upgrades
¢ Supported performance testing by on servers by tuning network parameters, CPU pinning, and examining RAID configurations
¢ Addressed disk space management with automated pruning and data cleanup policies.

-> Network Specifications

¢ refining technical details, addressing feedback from stakeholders, and ensuring alignment with the evolving requirements, incorporated differences in FD1
and FD2 topologies

—> |CEBERG Integration:

¢ Achieved ethernet readout from WIBs and FEMBs
¢ Supported CE integrating DAPHNE v3

F&I


https://github.com/DUNE-DAQ/daq-kube

Software Coordination



Software Coordination (l)

e |n February, introduced support for alternating v4 “datataking now” and v5 “longer

term development (OKS, ...)” lines of development

> v4 support now tapering (one “nightly” per week, Saturday night)

 Published several frozen releases from both lines to /cvmfs, including:

» fddag-v4.3.0 (Feb.), fddag-v4.4.0 (Apr.), fddag-v5.0.0 (May), fddag-v5.1.0 (Jul.), fddag-v4.4.8 (Sep.),
fddag-v5.2.0 (Nov.),
» Documentation at

https://dune-dag-sw.readthedocs.io/en/<release name>

e Dropped support for SL7 in July, switched from C++17 to C++20 as our standard in
August
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Software Coordination (ll)

* daq-release GitHub Workflows: Along with nightly [ e

integration tests, also run unit tests, clang-format ol S
(whitespace) check, a suite of tests for dag-buildtools, |~ e
&) Workflow file cmdlib

and weekly code linting

% Unit tests have not been written for cmdlib

serialization

 Automated Slack Messages relaying status of builds

Test Status

Serialization_test 4 Passed

and tests

- . . . Part of the output of the Dec-11-2024
* Nightly Doxygen publishing for continuous, up-to-date “Nightly code check workflow”

documentation

18 [DAQ General Meeting] | [16.12.24] SW Coordination



Software Coordination (lll)

e Mass code changes/merges when needed (e.g., on more than one occasion OKS-related

package and class names have been overhauled)

* Improvements and bug fixes for various daqg-buildtools commands, though it’s a

mature product and is less of a focus than previous years (likewise dag-cmake)

e Ongoing work on updating externals for the fddaqg-v5.3.0 push (bumping package
versions, e.g., updating gcc 12.1.0 to 13.2.0, and dropping obsolete packages)

e |Investigating separate environments for building and running

 Open to ideas, and Software Coordination will continue to hold periodic meetings
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Control, Configuration and
Monitoring




Run control

drunc-unified-shell > boot

process_manager_driver.py:1U9  drunc.process_manager_driver: Booting session local-2x3-config

Reading database

Included schemas: ['schema/appnodel/wiec.schema.xnl', 'schema/appmodel/application.schema.xnl', 'schema/appnodel/trigger.schema.xml', 'schema/confmodel/dunedaq.schema.xnl', 'schena/appnod
el /fdmodules. schema.xml']

Creating new database

Reading dal objects from old db

Copying objects to new db

Saving database

DONE

New run control system (drunc)

Distributed system replaces monolithic prototype —
multiple processes spread over different hosts

Communication via gRPC

ssh_process_nanager. py: 300
ssh_process_nanager . py: 300
ssh_process_manager.py:SDD
ssh_process_manager . py: 300
ssh_process_nanager. py: 300
ssh_process_manager . py: 3060
ssh_process_manager.py:399
ssh_process_manager. py: 360
ssh_process_nanager. py: 300
ssh_process_nanager . py: 300
ssh_process_manager . py: 300
ssh_process_manager. py: 360
ssh_process_nanager. py: 300
ssh_process_nanager . py: 300
ssh_process_manager . py: 300
ssh_process_manager. py: 360
ssh_process_nanager . py: 300

drunc. process_nanager:
drunc. process_nanager:
drunc. process_nanager:
drunc. process_nanager:
drunc. process_nanager:
drunc. process_nanager:
drunc. process_nanager:
drunc. process_nanager:
drunc. process_nanager:
drunc. process_nanager:
drunc. process_nanager:
drunc. process_nanager:
drunc. process_nanager:
drunc. process_nanager:
drunc. process_nanager:
drunc. process_nanager:
drunc. process_nanager:

Booted
Booted
Booted
Booted
Booted
Booted
Booted
Booted
Booted
Booted
Booted
Booted
Booted
Booted
Booted
Booted
Booted

from session
from session
from session
from session
from session
from session
from session
from session
from session
fron session
fron session
from session
from session
fron session
from session
from session
from session

with UID 3fcd9975-703a-Ulbc-b6a3-Tab6acOSUb3c
with UUID 41cue825-999e-Uude-bo2e-T175f9b2alb2
with UUID beelSfea-9bud-Ubba-9932-fc90c]6cbaeT
with UUID 1280b3fd-c88f-U2b2-8d95~10b0c66bULT2
with UID fcUaa628-aSus-4710-bfof-088aTe0uuoul
with UUID cu3c6uf9-376b-U312-999a-8UffTe8b76c6
with UUID f2ea7c76-77d0-L6ce-8d2d-57F38¢983d05
with UUID 68477Ue2-dfbli-Ulbe-bbIH-65bad6eaT2d?
with UID 1aB2f2ac-e800-Uc67-97ad-ce66dbfd68T1
with UUID £609dd29~75fe-Uebu-aadb~20bd20add7e8
with UUID c37bch9d-abbli-lc22-baf8-167Uf39ac65d
with UUID beebbSa5-9clc-U9fa-aef9-513cc99f+3df
with UUID d3eBlee5-51a5-4912-BaB0-287a2fc63fal
with UUID 9uf56e3f-6du3-Uda3-b2a5-ThSecd6a2fsl
with UUID 7552768-6b8U-UUfd~98ab-aBf5962U8b3
with UUID 135cadba-08b9-U838-aafa-8ef000f6532e
with UID b2d73288-36b8-4Ted-95¢8-28d7dc8b10f6

service 0:00:07
Controller endpoint is
Connecting this shell to it
0:00:00
137297 is

n the connectivity
connands.py:54 unified_shell_interface:
connands.py:55 unified_shell_interface:

0 the top controller.
shell_utils.py:153

drunc-unified-shell > status

Integrated with OKS for configuration

Trying to talk t
controller_shell_utils:

(name.session), starting listening

status

qrpc://10.73.136.38:37297
grpc://10.73.136.38: 36661
rest://10.73.136.38:57161
rest://10.73.136.38:16591
qrpc://10.73.136.38:31939
rest://10.73.136.38:U6211
rest://10.73.136.38:36263
rest://10.73.136.38:57679
rest://10.73.136.38:53041
rest://10.73.136.38:52033
grpc://10.73.136.38:42993
rest://10.73.136.38:49259
rest://10.73.136.38: 5547
grpc://10.73.136.38: 44259
rest://10.73.136.38: 52033
rest://10.73.136.38:51509

Designed for multiple users and role-based
permissions e.g. shifter, DAQ expert...

initial
initial
idle
idle
initial
idle
idle
idle
idle
idle
initial
idle
idle
initial
idle
idle

initial
initial
initial
initial
initial
initial
initial
initial
initial
initial
initial
initial
initial
initial
initial
initial

root-controller
ru-controller
ru-01
ru-02
df-controller
tp-stream-writer
dfo-01
df-01
df-62
df-03
trg-controller
te-maker-1
nlt
hsi-fake-controller
hsi-fake-01
hsi-fake-to-tc-app

conn apal
conn apa2

Poised to be default for NPO2 running

Current FSM status is . Available transitions are

drunc-unified-shell > |

CCM



DUVE

— Run Control
prett A
o S —

Process Control Messages
Search messages...

Run control |

Clear Sorting

Search processes..

Timestamp Severity Message -
UuID = Process Name = User Session Status ©

Exit Code Logs

24-12-05,10:56 DEBUG ‘User 'diego successfully executed ps’

o - . - - ion- t I-2x3-confi LoGs
721569bc-b76c-42be-a7ec-8ab00ale631a local-connection-server roo ocal-2x3-config RUNNING 0 241205,10:56 DEBUG ‘User ‘iego attempting fo execute 'ps'
be5af078-4d8f-418c-8402-46f1c88d0d3b root-controller root ocal-2x3-config RUNNING 0 LOGS 24-12-05,10:56 DEBUG 'User 'diego’ successfully executed ‘ps’
24-12-05,10:56 DEBUG  'User 'diego’ attempting to execute 'ps'
d475d46a-23a3-4c42-b77d-c05a7¢c18ae92 ru-controller root ocal-2x3-config RUNNING 0
- = 24-12-05,10:56 DEBUG  'User 'diego successfully executed ps’
| -
S e r rl e l l y We a S e O O S e I l l g eve O p e 0975748d-7¢16-4bb3-bb29-169ac41e48f4 ru-01 root ocal-2x3-config RUNNING 0 L= 24-12-05,10:56 DEBUG ‘User 'diego attempting to execute 'ps'
b59bb37e-8706-413a-ba19-8a7a56dc0223 ru-02 root ocal-2x3-config RUNNING 0 Los 2412-05,10:47 DEBUG ‘User 'diego successfully executed ps’
on top of new run control IR0 e e e o meese e
fda37744-c522-4e5d-93d0-b892efadb2be df-controller root ocal-2x3-config RUNNING 0 LOGS )
24-12-05,10:47 DEBUG  'User 'diego successfully executed ps’
8827b57hb-2788-4951-8d4a-ch966133b137 tp-stream-writer root ocal-2x3-config RUNNING 0 LOGS 24-12-05,10:47 DEBUG  'User 'diego attempting to execute ps’
24-12-05,10:47 DEBUG 'User'diego successfully executed 'ps’
d8443594-487-4428-8935-604f4a8b92af dfo-01 oot local-2x3-config RUNNING 0
24-12-05,10:47 DEBUG 'User 'diego attempting to execute 'ps’
0d8e49bb-32d8-4bbf-b92d-d3b85f3ac06b df-01 root ocal-2x3-config RUNNING 0 LOGS 24-12-05,10:47 DEBUG ‘User diego successfully executed ps'
44db8be4-90da-4db7-b6ce-134750030b25 df-02 root ocal-2x3-config RUNNING 0 LoGS 24-12:05,10:47 DEBUG  'User 'diego attempting to execute ps'
24-12-05,10:47 DEBUG  'User 'diego successfully executed ps’
57¢9cc52-e581-41d0-822d-abb2df502e89 df-03 root ocal-2x3-config RUNNING 0 LOGS

24-12-05,10:47 DEBUG 'User 'diego attempting to execute 'ps’

— Run Control

DELP UMD ERGROIND
NELTRING EXPERMENT

Run Control

aMmDps are splavel - OELP UNDERGRIND
NELTRIND EEFERMINT

State Transition Target [=] root-controller Search messages.

[=] ru-controller

ru-01

INITIAL All Severities e

Application tree
— CONFIGURED . .
“ . Tumestamp Seventty Message Application Name Host Detector

(=] df-controller

CONFIGURED root-controller localhost -

tp-stream-writer

— INITIAL -
I dfo-01 ru-controller localhost
df-01 - - ru-01 localhost -
df-02 - - ru-02 localhost -
All timestamps are displayed in UTC (+0000)
READY df-03 State Transition Target [=] root-controller Search messages... df-controller localhost -
[=] trg-controller = -
ET : — RUNNING s e .. v - - tp-stream-writer localhost -
' Arguments to run transition: start
Run number* Severity Message dfo-01 localhost
DATAFLOW_DRAINED mit
CONFIGURED ! . df-01 localnost
[5] hsi-fake-controller “ —rn )
Disable data storage
RUNNING hsi-fake-01 df-02 localhost
READY hsi-fake-to-tc-app df-03 localhost
READY " -
rg-controller localhost
DATAFLOW_DRAINED S ST Run type
TEST tc-maker-1 localhost
TRIGGER_SOURCES_STOPPED DATAFLOW_DRAINED
File logbook post mit localhost
RUNNING
TRIGGER_SOURCES_STOPPED hsi-fake-controller localhost
DISABLE_TRIGGERS READY
CONFIGURED m hsi-fake-01 localhost
DATAFLOW_DRAINED
hsi-fake-to-tc-a localhost
T PR RO TRIGGER_SOURCES_STOPPED pe
TRIGGER_SOURCES_STOPPED

CCM



Run control

Boot/Kill
V2 N

~
~
4 \ s ~
/ i S S
¢ 1 A
Ve 1 S
’ N
’ 1 hS
y \
\
/ﬁ R
Ctrl .Controller
DAQApps
etcl

Config

What's next?

e New run control has feature parity with older nanorc
o  Working on stability, bug fixes and improving usability — coming very soon
o TUl and GUI demos in progress — testing and development in 2025

e Still missing

Authentication and roles to authorise shift, expert etc. actions

Top level session manager — entry point for users

Resource manager — properly handle multiple sessions, clashes etc.
Kubernetes support — separate process manager for K8s

O O O O

CCM



Configuration

Transition to OKS framework for
describing configuration data

Schema and data defined and store
in xmi

Flexible and reusable schema
elements to describe system

Data Access Layer with interface via
C++ and Python

v Configuration:
» Objects outside of Session

s Save Configuration

Class View

on@Session

gment@Segment

Session View

crp4—-segment@Segment
nt@Segment

gment@PSegment

v mlteMLTApplication

>
v

» tc-ma

1@PDataReaderConf

all-monitoring@OpMonConf

1@SourceIDConf

\ Adef-tc-handler@DataHandlerConf

>
[
>

cer-1PTriggerApplication

yment@Segment

>

o Open Configuration

1ler@RCApplication

ntroller_control@Service

broadcaster-root@PRCBroadcaster
» vh-ny 5T 24@VirtualHost
91PFakeHSIApplication

ef-hsi-handler@DataHandlerConf

q Exit Cider

e Modify Relation to Object

Welcome to CIDER!

This is a work in

Opened new configuration
Connected databases are:

Attribute

progress,

Value

post_processing_delay_t 625000

input_data_type
generate_timesync
template_for

r Rename Conf Ob

TriggerCandidate
False

please use with

TriggerDataHandlerModule

ResourceBase

Qet_resources

contains LF

[ Rosourcesat | DROSweamCont

stream_params

1.1 | StreamParameters

ON

HostComponent

numa_id: uB='0"

JANIZAY

ProcessingResource

cpu_oores: listof u16

SworageDevice

storage: uR2 = 0/

sre_id: u32 Geold
detscior_id: w32
crate_id: u32
_Rmu'ccSﬂtAND slot_id: u32
stream _id- u22 FixStreamParameters EtnSteamParameters
protocol: enum protocok: fem = udp )
r groups ————— mode: enum = 'ix_rate mode: enum = "fox_rate’
LN rosts card: U8 =0 x_iface: 51‘6 ='0
Comnection stut=y ™_host: sting )
[Oazmooue I\,: cutputs 0.N daia_type: svirg Jink: B = ' ™_mac .slm\g.: 000900‘000003
used resources O.N _ip: string = '0,0,0,0
[AY /\ / tx_hest siring = "ocalhost’
DataReaderConf x_mac: sinng = '00:00:00:00:00:00"
template_for: class = 1.1 tx_ip: string = '0.0.0.0'
< DataReader NetworkConnecion
9 JAN 01 emulated: bool = alse’ Queve connecticn_type: enum = kSendRecy’
" l: ='top’
‘ capaciy: 132 = 10 protocol: enum = 'tcp’

NICReceiverConf quave_type: enum = FollySPSCQueve’ port: ulé DataProcessor
nuna,_id u16 ut Stng queue_size: u32 ='10000
temmplate_for: class = 'NICReceiver max_icks_tot: u32 ="8000°

DLH 1pg_enabled: bool = rue’
. LinkHandlerConf riim: st
FelixCardReaderConf sourca_id: u32 hander il data_processer :?:sm: J;:g
" 1.1 | handlior_threads: ut6 = '1' J
template_for: class = "FelCardRaader’ ot Semacnle (32" $0000 0.1 channsl_mask: listof w32
data_reader output_fie: string channal_map: string
ReadoutApplication FDDataLinkHandler streaming_buffer_size: u32 = "1000"
: ) ="
W}H—O tp_src_id: u32 , ) use_p_direct: bool = "true’ [ \atency. buifer LatencyBuller
sam on application_rame: string = 'daq_application’ jink handler (Mem:“ra':' :;o:ngfg%o = e’ o XTI
Qe"e’a“ modules 1.1 - — numa_aware: bool = true’
numa_node: $16 = 0
latency_butier
TPHandler he TPHandierCont . o use_intrinsic_alocator: bool = true
1_handler source_id: u32 hander_threads; u16 ="1" "7 | alignment_size: ud2 ="1000"
11 request_timeout: u32 = 1000 prealocation: bool = "tue’
netwark_rules min_latency. ticks: u32 = "100
processpr 0.1 |max_transmission_rate_hz u32 ="1000
fitFindjngProc 0N NetworkConnacionDascriptor
sno_storage NatworkConnectonRule descrptor uid_base: stiing
. " 1.1 | daa_type: sving
endpoint_dass: class = 'DagModule’
N QueusDescriptor connection_type: enum = 'kSendRecy’
o queue_type: enum = kFolySPSCQueve’ potuis="0"
. QueueConnectionRule descriptor capacily: u32 ="100' urk: siring = “Cpi/.0.0.0°
destinasion_class: class = "'DagModule’ 1.1 |data_type: string

CCM




Configuration

OKS integrated into DAQ applications and run control — prototype schemas available

What's next?

e Need to learn how to design flexible, factorised schemas for different aspects of the DAQ

system
e Need to develop tools to perform configuration management — allow shifters and experts to

interact with the configuration system in suitable way, ensure robust bookkeeping, checking

consistency of config etc. — prototyping underway
e Still missing many things for final system — databases, interfaces to offline ...

CCM



Monitoring

Error messages and operational monitoring

metrics

Change of underlying protocol to protobuf

schema

np04hd v

v Status

npO4hd

Current Status

Trigger Rate

Written TR

DFO time

100%

1:

or token

24

10:40 10:45 0 10:55 11:00 11:05 11:10 11:15

Sending triggers at App Fwk Error State Run time

NO ERRORS

Data Writers Information

== datafl

v Global

Brokers Online

11:50

= Subsystems 88 NP04 Network

12:10

Run number Trigger Status Issued triggers

8065

Message Reporting

se' time applic: message

INEON 2024-02-2112:17:29 trigger End of run 24272

INFON 2024-02-2112:17:26 ctbhsi Mesage from CTB: "Command executed."

2024-02-2112:17:25 ctbhsi CTB Hardware Communication Error: Socket cl...

2024-02-2112:17:23 runp04... wibeth_stream_400: Unable to push within time...

2024-02-2112:17:23 runp04... wibeth_stream_400:

2024-02-2112:17:23 runp04... wibeth_stream_400:

2024-02-2112:17:23 runp04... wibeth_stream_400:

2024-02-2112:17:23 runp04... wibeth_stream_400:

2024-02-2112:17:23 runp04... wibeth_stream_400:

2024-02-2112:17:23 runp04... wibeth_stream_400:

2024-02-2112:17:23 runp04... wibeth_stream_400:

2024-02-2112:17:23 runp04... wibeth_stream_400:

Total Incoming Byte Rate

Outgoing Byte Rate

Unable to push within time...
Unable to push within time...
Unable to push within time...
Unable to push within time...
Unable to push within time...
Unable to push within time...
Unable to push within time...

Unable to push within time...

Written TRs

issue_name

trigger:Trigg...

iomanager::
iomanager::
iomanager::
iomanager::
iomanager::
iomanager::
iomanager::
iomanager::

iomanager::

88 Ethernet inputs

host_name

np04-srv-0...
np04-srv-0...
np04-srv-0...
np04-srv-0...
np04-srv-0...
np04-srv-0...
np04-srv-0...
np04-srv-0...
np04-srv-0...
np04-srv-0...
np04-srv-0...

np04-srv-0...

Additional flexibility to push monitoring data as
well as defining polling interval

v Plots per topic

N s In per second Messages consumed per second Lag by Consumer Group

Changes to database under the hood

np04hd v
~ Global

Frontend receiving rates

ctb_hit_datahandler v

Buffers - Numb

Input data rate

Output data rate

Log Size

24 Kig/s

Completed new dashboards based on new I R A .

Request answering time Buffers - Operational rates Waiting requests

v Timestamps

Last timestamp spread for runp04srv021eth0 Last DAQ Timestamp for runpO4srv021ethO (no zeros) Last DAQ Timestamp for runpO4srv021eth0

000000000
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Courtesy and main effort:
Eric Flummerfelt

Application Framework review

e Held workshop at CERN Jan 29-Feb 2
e Completed “Functional Review” of framework and identified several needed

changes
o Action Plans for coordinating command processing
o Configuration and Control interfaces with full OpMon facility overhaul
o Review of connectivity patterns
o Cleanup of threading utilities, provide a better APl to DAQModules
o Improve the DFO protocol to avoid having a single-point-of-failure
o “Runtime parameters”, handling of configuration domains of validity

e Started working on requirements and interfaces document for the appfwk
e Presented Application Framework at RT2024

28 Core Software


https://docs.google.com/document/u/0/d/1aVYllAFph_sB1ArqKQz_kWLs14kK5VUZ4RfOSEjU0qA/edit

OKS based configuration

Schema driven subsystem configurations:

Lot of important effort from many people

Application

application_name: string
commandline_parameters: string

e Branched “production/v4” from develop, started

work on DUNE-DAQ v5 using develop branches
o Produced initial v5.0.0 release May 1
o Continued development, targeted detector
operations for v5.2.0 release in November
o Configuration parameters for DAQ system
topology and DAQ module settings were copied
to the new system (and improved, as time
permitted)
e OKS branchis now primary development, working
on reconciling changes made on production/v4

29 branches to reunify codebase

SmartDagApplication

generate_modules

/\

DFOApplication

DFApplication

ReadoutApplication

generate_modules

source_id: u32 =0’

generate_modules

tp_source_id: u32
ta_source_id: u32
application_name: string = 'daq_application’

generate_modules

Core Software




Critical developments and contributions from:

Trigger Primitive Generation Heandre drandsy
Architectural developments: Algorithmic improvements and changes:
e TPGLibrary: e Absolute Running Sum & Running Sum Verification
o  Decoupled from readout o  Removed overflow cases.
B Improved evaluation of online TPG performance. o  Improved time complexity.
o  Modularity o  Consistent performance between both.
B Easieralgorithmic developments.
©  Minimal dependencies e 32 BitADC Integration
B Easier detailed, offline performance testing, e.g., frame 5 No longer maxing out at 16 bit limit.
expansion testing and improvements.
. . : e Signal Width Filterin
e TPG By Plane: TP configuration and sending by readout &na R & ol o
olanes. i i & - P

—s— SRS: R =0.8 —e— SRS: R = 0.8
—— Raw Waveform 6000 - ‘ : — Raw Waveform

o  Improved data sending performance and stability.

7000 7025 7050 7075 7100 7125 7150 7175 7200 7000 7025 7050 7075 7100 7125 7150 7175 7200

30 Core Software
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Transition to OKS and v5.x

» Trigger transitioned from .json configuration to OKS...
- Making reusable configuration “objects”

- ...and completely re-organised the trigger application!
+ Now possible to split trigger into multiple applications
- Can run them on different machines. E.g. TriggerActivity-making on Readout machines.

- More planned: “simple-to-use” “Trigger menu”

Readout Application

¢

. : |
SmariDaqApplication DataRecorderCont Cleanup >
generate_modules output_file: string
DataSubscriber StreamEmulationParamaters . " A . 4
streaming_buffer_size: u32 ="1000 merocess insert > g g Data request Fragmenls—————>»
] data_fike_name: string compression_algornithm: string = 'None’
configuration tp_data_file_name: string use_o_direct: bool = true’ A
1.1 input_file_size limit: u32 ="10485100' " Record dat >
sel_t0: bool = "true’ o '
s data_racorder '
DataReaderConf lati T , . WIBEthFrameProcessor '
MLTAppiication FakeHS|Appication TiggerApphcation emulation.conf | random_population_size: 132 ='10000 t \FixedRateQueueMode
— . - — ' HS|EveniToTCApplication i dala subscriber template_for: class = 'DataReader 0.1 |frame errer rate hez: float = '0.0 ‘ DefaultRequestHandlerModel
application_name: siring = 'dag_applcation sourca_id: u32 ; o . ] ] RequestHandler '
source jd: u32 1.1 | emulation_mode: bool = 'false enerale_periodic_adc_pattern: bool = false' ' .
genarate_modules enerate_modules generate_modules applcation_name: string = 'daq_application’ - ’ periocic. adt patarm: hod= 8E2 handler_threads: u16="1" H Task doing
v gen - 1._Name: siring = - A TP_rate_per_channal: float ='0.0/ ) ' hit finding
generate_modules requast_timeout: u32 = "10000' H
mit cont hsavent to_tc_cont - pop_limit_pet: float = 0.5’ xN with N in {40,48} :
, 11 qgenerator link_handler trigger_inputs_hander pop_size_pct: float='0.8' E
standalone_candidate_maker_conls ModistovlT ot 1.1 ReadoutModuleCont wam_on_timeout: bool = "trug’ gttt
ModulsLevelTriggerCon - " - hoal = e’ ! g S
- - ; - ; o 11 [template_for: class = 'ReadoutModule request_handier \‘BT ?n emply_bufier: FJOJ = "true . ReadoutModel<TriggerPrimitive TypeAdapter>
tamplate_for: dass = 'ModuleLevelTrigger FakeHSIEventGeneratorCont - inpuA_data._type: string = 'WIBEthFrame periodic_data_transmission_ms: u32 =0/ '
hsi_trigger_type_passthrough: bool = Yalse’ o o R 1. H P stream
- clock_frequency: uBd = 62500000’ 1.1 oenerate_timesync: bool = rue i ) : Form TPSets TPSets
merge_overlapping tes: bool = ‘true 11 DataProcessor . . latency_buffe LatencyBuffer AT — 7 N writer
. . timestamp_offsat: 564 =0’ pron e post_processing_delay_ticks: ub4="0 i TriggerPrimitives
td_out_of_timeout: bool = 'true ) ) L HSI2TC TranslatorCont queue_sizes: u32 = "10000 a_procassor 1.1 o in - '
buffer timeout: u32 = '100° trigger_rate: double ="1.0 v ) . size: u32 ="100000 : Cleanup >
td reado.u! hn;t -u32 ':00"' hei_device_id: u32 ="1' thread_names._ prefix: siring = postproc- numa_aware: bool = 'true’ h 4
: = 0 9 el < g '
ianore tc: list of W32 mean_signal multiplicity: u32 =1’ signals mask_processing: bool = 'false numa_node: 16 =0’ ’
i st Of = -
ugse bitwords: bool = ‘false’ enabled_signals: u32="0' 1.N HSISignalWindow intrinsic_allocator: bool = ‘true’ —>v<———.——0a!a request Fragments——» o
trigger_bitwords: list of string signal_emulaion_mode: u32 = '0f signal_type: u32="0¢ ai';rrrenf s%e: ulez 0. \ , o
use_roi_raadout: bool = 'false’ time_bafare: u32 = "10000 prasfocefon: bool - rue _T T Record fala—p
use_readout_map: bool = Yalse' 1 - time_after: u32 = '20000" v ot :
configuration ModuleLevelTrigger TPCTPProcessor : ListLat BufferModél
_teadout_ma : fpUsstncyBullerMody
roi_group_conf P ' TPHandler
o.N 0N mandatory_links RawDataProcessor i Tasks making TAs,
. " TADataProcessor + can be multiple in
StandaloneCandidateMakerCond TCReadoutMap max_icks_lof: 132 = 3000 i cmiomn i algorithms TCAigorithm 1 ; parallel
abled: bool = frue’ rint_ta_info: bool = 'false’ pym. X ’
template_for: dass = "StandaloneCandidateMaker’ candidate_type: u32 ="0" oO-N :?0:;‘:“.95"“0 . : TN |Prescaleiu32 =1 .
tmestamp_mathod: énum = 'kTimeSync’ time_before: u32 = "1000' SourcalDConf tn:eshoid: JTS— X
time_after: u32 = '1001" —ay ’ sremssssssssssasrsaaane H
A d:u32 =0 channal_mask: st of u32 Z% ‘
0.N subsystem: enum = 'Unknown’ p ; . :
Y channeal_map: string ‘ EryT—— TCCustom ] ReadoutModel<TriggerActivity TypeAdapter>
ROIGroupCont algorithms . P e i :
TPDataProcessor T trigger_types: list of L32
- 0 rescale: u32 = ) N '
number_of_link_groups: ud2 ="1 0.1 o bool < T 1.N | Pres . triggar_intervals: list of u32 . Form TASets
i oo _ 1y 1 TPChannalFikerConf rint_tp_info: bool = 'false’ . y ‘ ——
probabiity: float = '0.1 : ! channel filter cond print tp timestamp_method: enum = KTimeSync TriggerActivities / \
time_window: u32 ="1' keap_collection: baol = 'true’ ‘
groups_selection_mode: enum = kRandom’ - keap_induction: bool = "true’ X Cleanup >
StandaloneCandidateMaker . : »
channel_map_name: string ‘
[P TriggerActivityMakerHorizontalMuonPlugn TriggerActivityMakerPrescalePlugin Data reception preprocess insert —bv(— Fragments—»
RandomTrigoerCandidateMakerConf trigger_on_adc: bool = Talse' v
trigger_on_n_channels: bool = 'false’
template_for: dass = 'RandomTriggerCandidateMaker 1.1 | hgier on adiacancy: ool = ‘false’ —$ T Record data—p
CustomTriggerCandidateMakerConf trigger_interval_ticks: u32 = ‘64000000 - RandomTriggerCandidateMaker it o ‘
4 e : configuration adc_threshold: u32 = "10000' TPCTAProcessor
template_for: class = ‘CustomTriggerCandidateMaker’ clock_frequency_hz: u32 = 62500000 trigger_candidate_sink: string n channels thrashold: u32 = '8 S\QQLilealencyBuﬂoIMgél
Irigger_typas: listofud2 ='3,7 time_distribution: enum = kUniform’ adjacency_threshold: u32 = '6 - TPHandler
trigger_intervals: kst of u32 = '62500000.62500000 adjacency._tolerance: u32 < 4 s
clock_frequency_hz u32 = ‘62500000 11 CustomTriggerCandidateMaker -
configuration x1

Trigger



Other New Trigger Algorithm Work

Looked at DBSCAN again (Alejandro O.)

* May be too slow for our hardware

New ChannelAdjacency algorithm (Simranjit)

New ChannelDistance algorithm (Alejandro O.)
ADCSimpleWindow is still our “workhorse”

Extensive TPG tests at NP04

New lean definition for TPs developed (Alejandro O., Giovanna)

Trigger



Trigger Simulation Model (LAr-Trigger) Trigger

* Have not had a trigger model distributed to DUNE collaboration

* Has led to a lot of confusion amongst collaborators on how trigger works
* And a lot of work on impossible analyses (2-hits...) or complicated trigger
algorithms

* Nor anything standard for us
* Work by several people (Wes, David D, James S, Simranjit, Klaudia) has
resulted in ability to use much of our DAQ code within LArSoft!

) : - run028508; ALL events
ey B e T «Online: 82 TAs e ADCSimpleWindow
st P UL L T «Offline: 82 TAs alaorithm
(or DAQ data decoding) AAL g
dunedaq: : 1e7
trgdataformats:: w |0 e
TriggerActivityData 4.0 1 — decoded TAs o6
2 s _2aa — simulated TAs <
TriggerPrimitiveMakerTPC module 35 4 — decoded TPs oo
TriggerCandidateMakerTPC module 2 |
TPA1gTPCTool 3.0 - “ 5|
, TCA1lgTPCTool S5 !
! Decod
dunedaq: : 41 Sim

trgdataformats: : :

TriggerPrimitives dunedagq: : i .

trgdataformats:: 3 "t

TriggerCandidateData : "

. L]

...something something Trigger ) Jak. -
Decision something... 10 1 05 10 15 20 25 30 35

time_start ~ 1e9+1 .0764721el7 time start  1e9+1.0764721e17



Trigger Simulation Model (LAr-Trigger)

Have not had a trigger model distributed to DUNE collaboration

» Has led to a lot of confusion amongst collaborators on how trigger works
* And a lot of work on impossible analyses (2-hits...) or complicated trigger
algorithms

Nor anything standard for us

Work by several people (Wes, David D, James S, Simranijit, Klaudia) has

resulted in ability to use much of our DAQ code within LArSoft!
Gearing up for “official” DUNE MC data sets

Distribution of model within standard LArSoft package

Will re-do 6+ year-old studies of efficiencies and rates

Trigger



PDS TPs and TAs

h ch15 SlotiD: 11- Run: 32680, Trigger 1

* Major progress using DAPHNE TPs to generate
TAs

* To date just an ADCSimpleWindow-like approach

* Will need to get this integrated into the
simulation like TPC

Run 29151 0 200‘ 0 ‘600‘ 500 000
hhhhhhhhhhhhhhhhhhhhhh
TTTTT
tavstime
lavsime
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3 30 Mean 2.94
w — Std Dev 1616
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Timetick (ms)
M. Arroyave J. Soto

2
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Trigger Workshop!

OVERVIEW OF SYSTEM FOR NEW UPDATES FROM PHYSICS/ ALGORITHM DISCUSSIONS AND “HACKATHON” DAYS TO
PEOPLE BACKGROUND GROUPS ON OVERALL SYSTEM DESIGN IMPLEMENT CHANGES
REQUIREMENTS

Week of April 7 at CERN




Timing System




DTS firmware and software in 2024

e New firmware features

» IRIG decoder
» DTS timestamp initialisation from IRIG (GIB)
» DTS timestamp initialisation from upstream DTS source (MIB)

» Sub-cycle (fine phase) measurement firmware

e New software features

» Support for new firmware features and hardware
» Timing control, configuration and monitoring ported to v5.x.x DAQ
¢ Integration with drunc and configuration framework

» Timing “service” software requirements under development
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DTS hardware development in 2024

Pre-production FIB (v2)
manufactured and
commissioned

FIB carrier FPGA board (AFC) o i
passed production readiness 4 wi

1.0V DCOC

review L )
 Pre-production AFC board in o E

v 5 W2
Um"fcg,,, § fueoson 3

1BC1_UPDJ  HPC2 URDJ
o >

manufacture, expected mid- i
Feb : q . kel ‘ — :me
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Pre-production GIB (v2) submitted for
manufacture, expected end-Jan
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Prototype MIB (v2) commissioned, iR o= N ~ =
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» Pre-production MIB (v3) in production, £ & ST O s T
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expected mid-January
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Readout Network
Performance Evaluation



Readout Network — Switch Testing Progress

January 2024 December 2024

Front (left) and rear (right) of rack in January 2024. Front (left) and rear (right) of rack in December 2024.
Highlights

1. 10 GbE emulator scaled to
96 links, corresponding to
768 Gb/s.

2. 40 GbE emulator
delivered, 28 links, 672 Gb/
s output.

3. Rxfirmware delivered.

4.  New industrial server to

g R o
Sa W / 2

' wxxy | § N |
iy --pumfmmu ‘ , 4 _

it L i host eight PCle hardware | i *
| accelerator cards for Rx S —— N — Af W%}”' |
g ) g 3 > | N ///// A e e e e e e
,f —_— system. S I M s (0K |
sooe ges oo ‘_oo_?ogogg_o;m : | 5. Power monitoring via O | f '-';M.w// \\\\

7 £ 4 g pr 5 7 — .
;mj///- . f°éji‘33°% LI
/

000 Boooo Nooooll /|
QCOO OOOQDOQQOE

S5 ngog Hoosell oooe looos Bovooll
E o0 [joose |, ooee lsoss | EorT |

Also : 10 GbE Transmitter

1. Released variant of 10 GbE
transmitter firmware for
DAPHNE v3.

Science and
Technology
Facilities Council
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Most of the stages are well advanced, thanks to recent critical

R d developments and contributions from:
Oa m a p Alejandro Oranday
Shyam Bhuller

Matthew Man

Danaisis Vargas

Will Dallaway

Deniz Ergonul

Giovanna Lehmann Miotto

Optimization and Q
Tuning activity

Evaluation Minimum/Optimal

Readout Model activity system requirements

Performance Resource Utilization PRR prep. 'I'

test activity footprint activity Technical Specification
for tendering

_ Reporting W Performance test
Available Hardware activity reports

Test Plan and Load Test Q

Descriptions Specialize for Y
Tech. Spec. template .

And we also made a plan that focuses on the most outstanding issues
Towards a Readout Server PRR
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https://docs.google.com/document/d/1-DcsMkgq0v5GHcwqrfAer5XGzHQYhj8Y/edit?usp=sharing&ouid=114456558717256832705&rtpof=true&sd=true

50000 - === DRAM Reads

° ° I DRAM Writes
H | g h [ | g h t p [ Ot S 5.0 - S S = +— ~—— Persistent Memory Reads
Persistent Memory Writes

Thread
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—————————————————————————————————————————————————— )
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Optimization and tuning activity

" Syst Bottl K Looking f P d
o Stepsofasinglestageofthe  (gn et i ) —{ s

optimization pipeline looks like: T l
P — o — (e | — (pmmne
e Few examples (stages) of this work:

| o Datainsertcallbacks for Latency Buffers oo [ ]=
1 SW o Received data type conversion to buffered data type B
. J o SNBstore (RAIDO, off-kernel, zero-copy mode) -
o Component placement differences . P=.

i | o Kernelisolation of data reception =
J hos | o AMD DMA latency B
t | o 100Gb NIC optimal polling config via DPDK ==

) " o CPU sleep states, AVX mixed workloads, 10G NIC tune, etc.
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Demonstrator for 4x baseline

Run 32849
e Read out the whole NP04 detector with a single high- np04-srv-031
performance server (technical specification for procurement provided by CERN)

-4 x 100 Gbps Ethernet interfaces,

Supernova buffer on local high-speed storage elements

- Goal is to validate every readout component operating on real
detector apparatus (important for “Hit finding”)

e Motivation is the power-draw reduction and price

optimization with this configuration Established DAQ perfOrma nce test
- Factor 2 reduction of needed servers with this topology conditions:
e Load balancing and resource isolation techniques are
essential to reach deterministic performance on quasi-real -  ~6 MHz of Trigger Primitives (TPs)
time COTS hardware and software - 5ms of readout window @ 5 Hz (network limit)

~ 7 Gbps + ~1.5 Gbps (TPs) sustained

e Performance testing activity includes analysis of performance Most complex feature extraction algorithm used

reports that lead to further optimization options that are

continuously fed into the readout system -  SNB recording sustained at NVMe bw. limit

- No packet loss with stable resource utilization
- Quasi DUNE FD conditions achieved!

Performance



How Diod (t All Turene Out,




A lot was achieved at the cost of significant delays in some areas

* Planning effort at the start of 2024 helpful, but not sufficient to handle all parallel activities

* Operation and support load heavier than initially estimated

> Partly due to our tendency to under-estimate it, partly due to a shifting detector schedule
¢ NPO04 beam schedule defined late and then extended, testing, NP0O4->NP02 LAr transfer uncertainties

 Complexity of planned changes greater than expected

> Transition from nanorc to drunc proved challenging
¢ and while completed, feature party has not yet been achieved

> Transition to an object-based configuration model exposed our partial understanding of configuration
organisation and management

¢ here again the transition is complete, but a significant amount of work remains to understand and use the new system

* Resource uncertainties required re-planning and in-flight adjustments
> PRRs planned for 2024 have now moved to 2025
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What Lies Alead in 20257




“May you live in interesting times” - 2025 edition

 Operations of NP02 e Software Development
> We are much better equipped after the extensive experience of > Maintain the momentum on key developments (RC, config)
NP0O4 > Review priorities and plan towards FD installation
> But NP02 is a new detector, newer than NP04 in many ways ¢ How can we improve our planning?
4 Where the DAQ IS nOt fully |ntegrated W|th a“ deteCtO I'S yet' b 5 Network requirements complete (incl any flow control, protocols, buffer req)
15 6 Configuration framework and application interface (schema, data distribution, API) complete
16 7 Op Monitoring complete incl code review
P P ro d u Ctl O n R e a d in e S S R eVI eW S :: 2 :evi.ew and revision of aprwk ?omplete (ch\dIib,appfwk, iomanager, conf I/F, opm
iming SW/FW complete including code reviews
. 19 10 DAQ Deployment model demonstrated at EHN1
> Much road has been covered in 2024 © 11 [patabase editors complete
21 12 Resources management complete incl code review ?
¢ Timing, Readout Servers and Network plans are in place for a PRRs in I B oo v ) o
the first half of 2025 - need to keep the pressure on =1 6 Tigger asrcture AR .
26 17 Run control complete incl code review
> Infrastructure, dataflow and CCM servers need to catch up 7 18 |Operator/expert U complete
28 19 Dataflow complete (excl data filter) incl reviews

> Imperative to start first procurements in 2025! )
* What can we do differently?

> The consortium organisation dates back to 2019 - to support

the DAQ system design
¢ |sitstill actual?

¢ Can we improve it to better support today’s DAQ activities and goals?

> Discussion for the start of 2025
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