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Announcements
• MySQL/MariaDB upgrade at Fermilab tomorrow 7 Jan between 05:30 and 10:00

• Will lead to ~1 hr outages of VOMS, DUNE DocDB, Dune Mediawiki.

• JustIN was upgraded to 1.02 this morning,  OK thus far.

• Appears that WLCG Helpdesk is not operational and we still use GGUS for now

• Discussion—it is proposed to fill in the gap in the landscape compute cycles plot ( pre 

oct. 14) by Andrew dumping the data from the Justin DB
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Ops/Data management 
• 3478TB of free space

• Working on upgrading declad and ingestd to latest versions

• Plan to clear space for vd-protodune discussed at tomorrow’s Data management 

meeting

• BNL needs to know when to convert the DUNE backend storage, we propose Jan 21

• Jan 2. Complete failure in  AWT storage testing due to some metacat datasets for 

AWT uploads not being there.  They are there now.

• Plan to file the service request to start moving 2.5PB of disk at Fermilab from tape-

backed to persistent this week.
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Running experiments
• NP02 saw some tracks in the lower part of their detector after the partial fill.  Power 

cut at CERN at 06:00-06:30 CERN time Jan 8
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