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Draft LARP Proposal

High Bandwidth Intra-Bunch Instability Feedback Systems

Overview and Motivation

One significant area of LARP R&D has been GHz bandwidth transverse feedback
systems for the SPS. This effort has been focused on overcoming intensity
limitations in the injector complex, and potentially LHC, from Ecloud and TMCI (
impedance driven) instabilities. The research has led to techniques and technical
components which address intra-bunch instabilities, and has included significant
machine measurements and beam dynamics simulations necessary to characterize
the possible performance of these feedback techniques.

The task combines accelerator physics, simulation models of particle motion,
control of dynamic systems, and high speed digital signal processing. The project
provides excellent material for Ph.D. students in accelerator physics and
engineering throughout the task plan, including MD measurements and dynamics
simulations as well as technical development of system functions. Our plan includes
graduate student and fellow participation throughout the project duration, and can
provide excellent training for physics and engineering graduate students.

This proposal plan builds and continues the LARP effort for SPS instability control.
This research path will use the proof-of-principle testbed and SPS machine
measurements to specify a system architecture and system design for scalable and
reconfigurable instability signal processing. The project deliverables are complete
hardware and software instability control systems for use at the SPS and potentially
LHC and PS. The major system elements in such a deliverable program include:

* Wideband beam motion pickups (vacuum structures)

* Wideband beam kickers (vacuum structures)

* Beam motion receiver and processing electronics

* 4 -8GS/sec. digital signal processing for intra-bunch instability control

* High-power GHz bandwidth RF amplifiers for beam excitation

* Signal processing firmware and data flow hardware

¢ System Timing and synchronization system to interface with SPS, LHC or PS
RF and accelerator systems



* Operator interfaces, control and monitoring software

* Beam diagnostic software and beam instrumentation systems necessary to
configure and adjust the instability control system

* Accelerator dynamics simulation models and codes useful to predict stability
margins and operational capabilities of the systems.

The proposed program is based as an extension of the ongoing LARP SPS
Ecloud/TMCI machine measurement and technology development program. This
effort has critical tasks in 2013, 2014 and 2015 centered on the proof of principle
demonstration system to be tested at the SPS after wideband kicker installation in
the 2013/2014 shutdown. The dynamics measurements and achieved performance
of the demonstrator will guide the functions and architecture of the full-function
prototype system, with necessary diagnostics and operational software.

The deliverable component of the LARP proposal is based on a full-feature
prototype system, designed and tested in 2016-17, followed by the design and
fabrication of production systems for operational use at CERN in 2018-2020

This is an area of particular US expertise and potentially a high impact contribution
to the LHC upgrades. There is a significant range in the possible scope of US
contribution. It could consist of the planned prototype system, followed by
modeling and design specifications of a full-feature production system, in which
case it could probably be supported entirely within LARP. The work could be
extended to the design and fabrication of the complete operational
hardware/software for the signal processing, including high power RF amplifiers,
pickups and kickers needed by the system. It is likely that these same techniques
will be useful for the PS and the LHC, so that the number of systems fabricated, and
the expense of the signal processing systems, RF power amplifiers, etc. would be
fairly large and in this path the effort would have to be supported by a “deliverable”
LARP construction project.

US Contribution

The US contribution would be the complete instability control system hardware,
firmware and software necessary to operate and maintain a system at the SPS (and
potentially LHC, PS) including operational spares. We think the CERN component
could include the vacuum structures (pickup(s) and kicker(s)) and all tunnel related
cable plant, which would significantly reduce the total system cost, especially for 3
systems.

The machine measurement and simulation program will continue as a joint US-
CERN task, and the detailed design task can be collaborative including contributions



from US and CERN. Opportunities continue for collaborations with LNF in all areas,
particularly in design/fabrication of wideband kickers.

Schedules and Milestones
2013 -2014

During the SPS shutdown critical tasks continue on expanding the 1 bunch
demonstration system with firmware features to process multiple bunches,
synchronize with the SPS timing/control system during energy ramps, strategies to
improve static orbit rejection and improve signal processing dynamic range.

Dynamics simulations continue using the HeadTail/Feedback model codes to
evaluate value of optimal control algorithms, required system bandwidths, kicker
strengths, noise floor impact and development of MD analysis techniques.

CERN fabrication and installation of wideband SPS kicker based on the 2012 design
report.

2014 Milestone - Completion of installation of wideband kicker, preparation for
proof of principle wideband tests after SPS shutdown

2015 -2016

MD program to evaluate control techniques, critical hardware prototyping including
evaluation of high-power amplifiers. Design studies of full-function prototype,
control dynamics simulations, comparative studies of simulation vs. MD behavior.

2015 Milestone - operation and validation of proof of principle system including
wideband kicker. Validation of control concepts and comparisons with simulation
models.

2016 Decision point — approve control concept for detailed design ( filter
complexity capability of full-featured signal processor, architectural features
including numbers of pickups, kickers for useful operation for HL specifications,
estimates of required output power)

2017 -2018

Detailed design and fabrication of full-function prototype including timing and
synchronization, firmware and control interface, hardware specification and
purchase of high-power amplifiers.



Continued control dynamics simulations, MD program to evaluate control
techniques, system tests at SPS

2018 Milestone - Fabrication complete for full-function prototype system.
Commissioning and operation of the full-function prototype at SPS, evaluation of use
at LHC, estimation of required kicker and system parameters for LHC and PS
operations. Final system validation of prototype SPS system over full range of SPS
operational needs. CERN and LARP joint approval of system configuration for LARP
deliverable systems (e.g. CERN contribution to include all vacuum kicker structures?
All tunnel cables? US contribution to include complete signal processing hardware
including high power RF amplifiers, control/monitor software for control room
operations)

2019 -2020 Tasks

MD studies with the Full-function Prototype, continued development of control
techniques. Operational needs and control room interface development based on
real-world experience. Development of beam diagnostic tools, system configuration
tools and software.

Fabrication of deliverable instability control systems for use at SPS, LHC and PS.
Coordination with CERN on installation and commissioning plan.

2020 Milestone - delivery and commissioning of SPS, LHC and PS instability control
systems. Systems to include complete control/monitoring software and beam
diagnostic software tools.

Cost Estimates, Work Plan and Manpower/SKkills estimates
Estimates of manpower and technical components by year
2013 - 2014 (M&S costs allocated per year)

Continued development and expansion of demonstration processing system
capabilities via firmware, Beam/system simulations, critical hardware prototyping.
CERN fabrication and installation of wideband SPS kicker based on 2012 kicker
design report.

2013 M&S costs $50K



Receiver channel dynamic range technology development, prototyping (25K$)
timing/synchronization functions for energy ramp, technology development, and
prototyping. (25K$)

2014 M&S costs $50K

Prototype high-band kicker power amplifiers for SPS MD effort ($50K)
Travel $40K (2013)

Travel $40K (2014)

Manpower (allocated at this rate for 2013 and 2014)

3 FTE Staff (SLAC and LBL) (example J. Fox 0.75, C. Rivetta 0.75, ]. Dusatko/]. Olsen
1.0, M.Pivi 0.25, S. De Santis 0.25)

1 FTE Fellow or Postdoctoral Scholar (example K. Li 1.0) Dynamics/Feedback
modeling

2 FTE Graduate Students (example O. Turgut, K. Pollock 2.0)
Contingency estimation

Labor category 1(2013) 2 (2014)

M&S category 4 (2013 and 2014)

2015 - 2016 (per year costs)

Design studies of full-function prototype, control dynamics simulations, MD
program to evaluate control techniques, critical hardware prototyping including
evaluation of high-power amplifiers

2015 M&S costs $100K
High Power Amplifiers purchase for SPS MD evaluation ( low and high band) (75K$)

RF components and equipment for in tunnel monitoring, control of kicker systems
and RF amplifiers ( interlocks, monitoring, user interface) (25K$)

2016 M&S costs

Higher capacity processing channel development, evaluation via FPGA firmware and
FPGA platform development, critical technology development for full-function
prototype ( 75K$)



2015 Travel $45K
2016 Travel $45K
Manpower (allocated at this rate for 2015 and 2016)

3.5 FTE Staff (SLAC and LBL) Physicist/engineering ( system firmware, Dynamics
modeling, MD studies)

1.5 FTE Fellow or Postdoctoral Scholar (Dynamics modeling, system MD
measurements)

2 FTE Graduate Students (MD measurements, critical technology development)
Contingency estimation
Labor category 2

M&S category 4

2017 - 2018 (per year costs)

Detailed design and fabrication of full-function prototype including timing and
synchronization, firmware and control interface, hardware specification and
purchase of high-power amplifiers.

Continued control dynamics simulations, MD program to evaluate control
techniques, system tests at SPS

M&S costs $ 250 - 400K (signal processing excluding vacuum structures and tunnel
cable plant) - (total for system spread over two years)

Functions to be developed over 2017/2018

Orbit-offset and dynamic range preservation function $30K

Front end variable delay and timing alignment $20K

Timing and synchronization system for interface to accelerator - $20K
FPGA Signal processing channel (logic processing functions) - $100K

User Interface processor and firmware for operator displays - $35K



We would anticipate re-using the existing front and back-end A/D, D/A functions
from the 1 bunch demo prototype system for initial evaluations, plus the tunnel
functions. If MD results show we require high rate data processing or more kicker
power, different operating bands, these functions would require some M&S to do
critical technology prototyping

2017 Travel $50K

2018 Travel $50K

Manpower ( allocated at this rate for 2017 and 2018)
4 FTE Staff ( SLAC and LBL)

1.5 FTE Fellow or Postdoctoral Scholar

2 FTE Graduate Students

Contingency estimation

Labor category 4

M&S category 5

2019 - 2020 ( per year costs)

Detailed design and fabrication of deliverable instability control systems for
operation in SPS, LHC and PS.

Continued control dynamics simulations, MD program to evaluate control
techniques, system tests at SPS

M&S costs $ 560K ( signal processing excluding vacuum structures and tunnel cable
plant)

Functions to be fabricated for delivery to CERN for Operations in SPS ( optional
fabrication for PS and LHC - if more systems are fabricated, system costs per system
are considerably reduced)

Front-end hybrid and beam motion receiver $50K
Orbit-offset and dynamic range preservation processor $30K

Front end variable delay and timing alignment $20K



Timing and synchronization system for interface to accelerator - $20K
FPGA Signal processing channel ( logic processing functions) - $100K
Front End A/D system for 4 GS/sec rate - $20K

Back End D/A subsystem for 4 GS/sec operation - $20K

Back end low level distribution, band split, fanout and timing distribution chassis -
$40K

Back end power amplifiers, 4 low band, 100 W ea, total $100K

Back End power amplifiers, 4 high band, 100W ea, total $160K

High power couplers, monitoring and diagnostic mux subsystem $40K
User Interface processor and firmware for operator displays - $35K

Critical Spare components for operation - $75K

Optional items( depending on CERN vs LARP contributions) ( $575K)
Tunnel cables, high and low power - $25K

Tunnel racks, cooling, and power distribution, monitoring $20K
Pickup structure ( including feedthroughs) ( vacuum structure) $75K
Low band kicker assemblies ( including feedthroughs), 2 ea ( vacuum
structure) $200K

High band kicker assemblies( including feedthroughs), 2 ea ( vacuum

structure ($250K)

2019 Travel $50K
2020 Travel $50K
Manpower ( allocated at this rate for 2017 and 2018)

4 FTE Staff ( SLAC and LBL)



1.5 FTE Fellow or Postdoctoral Scholar
2 FTE Graduate Students

Contingency estimation

Labor category 4

M&S category 5

See attached spreadsheet for year by year costs and plans, including contingency
and escalation per guidelines.

Scalability

This project offers several possible scale choices should LARP and CERN
management want to tailor the project cost or time scale.

The 2013-2014 effort is necessary system development and simulation studies to be
ready to do bunch control and feedback MD studies after the SPS shutdown and
installation of the CERN-fabricated wideband kicker.

In 2015, after analysis of the initial MD experiments and MD experience, a decision
point allows a choice of path forward. This decision point allows options on the
scale of the US deliverable contribution, for example, should the US build kicker
vacuum structures/ power amplifiers for installation at CERN? Should CERN build
all tunnel vacuum structures, all tunnel cable plant, and purchase the high power
amplifiers to be installed in the tunnel?

A second scale decision point can be made in 2017, where a decision to estimate the
system functions and specifications for installations at the LHC and PS can be made (
e.g. limit the US deliverable contribution to only the SPS Ecloud/TMCI feedback, or
to two of the three target machines). Similarly, at the 2019 start of fabrication, a
decision can be made on the number of systems after a more exact cost estimate is
known from the detailed specifications. Of course, the per-system cost to fabricate
three systems in one production will be considerably less than fabricating a single
system.

Another possible scale decision, impacting cost, can be made by considering
possible CERN contributions to the instability control system manpower. For
example, CERN might contribute effort of a postdoctoral scholar to help with the



beam dynamics simulations, which would reduce the US manpower expense.
Similarly, CERN might contribute an FPGA Engineer, RF engineer or Controls
Software engineer to the project, which would both reduce US manpower costs, and
provide expert knowledge at CERN of the detailed functions and capabilities of the
delivered system. Such a local expert could be very significant in a smooth transition
from a “LARP project” to a “CERN operational system” .

The time scale of the system delivery and design is another area for scaling. There is
important R&D to do in 2013-2014, and critical MD and simulation work in 2015. If
it were of high priority, a decision could be made in 2015 to proceed directly to the
“final system design” phase of 2018. This option saves the expense of developing a
full-function prototype, as it would go from the demonstration ( limited function)
prototype to the final systems. If the results in the 2015 MD give good confidence, it
is possible to save considerable expense and time by proceeding to the deliverable
systems based on the measurements, MD data, and simulation results. This path
only makes a savings if the initial results are positive and the design team has
confidence the final design can proceed.

Appendix - relevant experience of the project team

The core group doing this accelerator physics/feedback control program at SLAC
has made significant contributions to instability control at many light sources and
collider labs around the world. The key signal processing formalisms ( FIR diagonal
controller, optimal control methods including system estimation) were developed
through R&D projects from which the SLAC group fabricated and delivered 13
instability feedback control systems which were critical for machine performance at
the PEP-II B Factory, the LNF DAFNE Phi-factory, the ALS, the Bessy-II light source
and the Postech PLS. These systems were based on programmable signal
processors, where a single hardware design served multiple installations. The group
is tightly coupled to Stanford University resources, and over the years 4 Stanford
Ph.D. degrees, and 5 Stanford M.S. degrees have been earned from research projects
based on instability control ( two APS Ph.D. dissertation prizes in Beam Physics
were awarded to group graduates). A commercial company was founded by one of
these Ph.D.’s, who has taken the core signal processing methods and implemented
them in a commercial product which has been sold and commissioned at over 20
accelerator installations around the world.

This LARP Instability control program extends the investment and skills, and pushes
the bandwidth of the formalism by a factor of 8 above previously commissioned
systems. While this SPS project is challenging, the group is quite confident of the



technical scale, and feasibility, of the program. Numerous refereed and conference
publications document the accomplishments and diverse skills of the team.



