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ackgrounad — the Opel
Camjpus Grids

Vision for connecting connecting science fo
cycles and data

# Setup for the workshop
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Open Science Grid - Scale
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Campus Grid — a hi
system that connects sc
cycles and data
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How do we make
‘connecting’ simple?
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Our Vision

L

EITiCiently connect sclence 1o cycles and aadrd
Leverage proven aistrioured nign througnput
Tools and intrasfructure thatr have delivered
arge scale science resulfs over shared,

%fe ker@ 'ed compute and data resources

A ‘holistic’ approach

The end-user student, postdoc, scientist, fellow
The project Pl

The providers: departments, campus-wide [T

Provide as a service (for a user or a campus)
with simple client software
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I Open Science Grid -

I Elastic cloud -

login.osgconnect.net




Campus Bridging Modes
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OSG Connect resources for the workshop:
campus grid, opportunistic OSG, &
Amazon cloud

Cycle

Welcome

Pool Summary

Show: Historical grid usage in all pools

Pool
Time Frame: 3Hours | Day | Week | Month View as: Area | Line

Open Sclence Grid

0SG-Connect Cloud Thu Aug 22 Sat Aug 24 Sun Aug 25
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Our goals

INTroduce approacn 1o connecting 10 resources
yYOU have avdildple on campus dnd oft

fributed high throughput comg

new resources buf requiring some new
capablilities to access them

& Goalis fo simplify this as much as possible with
pbehind the scenes services

# Lots of material this PM and tomorrow — only
meant o illustrate and trigger thinking about
your application on a distributed HTC system



OSG Connect Summary

# Connecring science 10 C ana aadra

# Simple and efficient means fo access high
1ih]f@g;|m; UT comp )m‘iifmJ resources

# Campus resources, grid resources, OSG
resources

$ Design this to fit your vision of scientific
computing
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= We hove monthly and bi-weekly in- dep’rh ’rechnlcol J
...~ forums fo share experience with distributed high |

Lo throughput campus grid tools and methods, see
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Final thought!

& SClence IS our

oassion, and its fun!

& So should be the
computing to do It!



