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Physics motivation
• Observing charged lepton violation is a clear sign of new physics.

2

Standard Model: 
through neutrino mixing

Beyond Standard Model: 
e.g., SUSY-GUT
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CLFV search history

3
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Figure 1
Record of selected lepton flavor violation searches.

cascade down to 1S orbitals. There, they can undergo (a) ordinary decay with a rate of ∼5×105 s−1,
(b) weak capture, µ−p → νµn (which exceeds the ordinary decay rate for nuclei with Z > 6), or
(c) coherent flavor changing conversion, µ− N → e− N. The last of these reactions has already
been significantly constrained using various targets. Indeed, the ratio of conversions to capture,

Table 1 A sample of various charged lepton flavor violating reactions

Reaction Current bound Reference Expected Possible
B(µ+ → e+γ ) <1.2 × 10−11 28 2 × 10−13 2 × 10−14

B(µ± → e±e+e−) <1.0 × 10−12 37 – 10−14

B(µ± → e±γ γ ) <7.2 × 10−11 92 – –
R(µ−Au → e−Au) <7 × 10−13 15 – –
R(µ−Al → e−Al) – 10−16 10−18

B(τ± → µ±γ ) <5.9 × 10−8 Table 2 O(10−9)
B(τ± → e±γ ) <8.5 × 10−8 Table 2 O(10−9)
B(τ± → µ±µ+µ−) <2.0 × 10−8 Table 2 O(10−10)
B(τ± → e±e+e−) <2.6 × 10−8 Table 2 O(10−10)
Z0 → e±µ∓ <1.7 × 10−6 90
Z0 → e±τ∓ <9.8 × 10−6 90
Z0 → µ±τ∓ <1.2 × 10−5 91
K 0

L → e±µ∓ <4.7 × 10−12 74 10−13

D0 → e±µ∓ <8.1 × 10−7 78 10−8

B0 → e±µ∓ <9.2 × 10−8 79 10−9

Data from current experimental bounds, expected improvements from existing or funded
experiments, and possible long-term advances.
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µ± → Z0 e±, Z0 → e+e−. In this case (87), we find

B(µ± → e±e+e−)
B(µ → eνν̄)

= 2
(

3
((

aeµ
L

)2 +
(
aeµ

R
)2

) (
g2

L" + g2
R"

)
+

((
aeµ

L
)2 −

(
aeµ

R
)2

) (
g2

L" − g2
R"

))
, 26.

where the highly suppressed bi j
L and bi j

R contributions have been neglected. Using the LEP (Large
Electron Positron Collider)– and SLC (Stanford Linear Collider)–measured values for the effec-
tive couplings gL" = −0.26939 ± 0.00022 and gR" = +0.23186 ± 0.00023 (88),

B(µ± → e±e+e−)
B(µ → eνν̄)

= 0.7956[
(
aeµ

L
)2 + 0.9054

(
aeµ

R
)2]. 27.

Therefore, the limit of B(µ± → e±e+e−) < 1.0 × 10−12 at 90% CL (37) can be interpreted as a
bound: (

aeµ
L

)2
+ 0.9054

(
aeµ

R

)2
< 1.3 × 10−12. 28.

We note, however, that the bi j in Equation 24 are coefficients of chiral-changing operators and
therefore are very likely to be suppressed by the factor m"/M, where M is a high-mass scale
associated with the underlying new physics of LFV. Therefore, assuming that these coefficients are
negligible, we find from Equations 25 and 28 thatB(Z0 → e±µ∓) < 10−12. A similar analysis, using
constraints from µ− N → e− N, leads to the even more stringent constraint B(Z0 → e±µ∓) <

10−13 (89). This bound could be lowered much further as the sensitivity of µ− N → e− N in
future experiments improves. These indirect bounds suggest that the observation of the mode
Z0 → e±µ∓ at future high-energy colliders (even those capable of producing >1010 Z0 bosons) is
highly unlikely, even though the signature for Z0 → e±µ∓ would be very clean.

Similarly, the limits from LFV in τ decays can also be used to bound e-τ and µ-τ LFV
couplings of the Z0. An additional feature that the τ decay provides, which is not accessible from
muon decays, is individual access to (aeτ

L )2, (aeτ
R )2, (aµτ

L )2, and (aµτ
R )2. This access occurs because in

the τ± → e±µ+µ− and τ± → µ±e+e− decays the µ+µ− and e+e− pairs are produced via a virtual
Z0 leading to the relationships

B(τ± → "±
1 "+

2 "−
2 )

B(τ → eνν̄)
≡ R"1"2"2 = 4

((
a"τ

L
)2 +

(
a"τ

R
)2

) (
g2

L" + g2
R"

)
, 29.

as well as to expressions analogous to Equation 26 for τ± → e±e+e− and τ± → µ±µ+µ− decays.
From these relations one can set the following limits at 90% CL using the combined Belle and
BaBar branching fractions listed in Table 2:

(
aeτ

R
)2 +

(
aeτ

L
)2

< 1.9 × 10−7;
(
aeτ

R
)2

< 2.0 × 10−6;
(
aeτ

L
)2

< 1.3 × 10−6 30.
(
aµτ

R
)2 +

(
aµτ

L
)2

< 3.3 × 10−7;
(
aµτ

R
)2

< 1.3 × 10−6;
(
aµτ

L
)2

< 3.5 × 10−6. 31.

Again, ignoring the chiral-changing bi j terms in Equation 24, we find from these constraints the
indirect bounds B(Z0 → e±τ∓) < 10−7 and B(Z0 → µ±τ∓) < 2 × 10−7.

The most stringent direct limits on eµ and eτ decays of the Z0 from a single experiment were
provided by OPAL (Omni Purpose Apparatus for LEP) based on the analysis of a data sample
of 5.0 × 106 e+e− → Z0 events, whereas DELPHI (Detector with Lepton, Photon, and Hadron
Identification) provided limits for µ-τ decays using 3.9 × 106 Z0 events. The OPAL data yielded
95%-CL upper limits of B(Z0 → e±µ∓) < 1.7 × 10−6 and B(Z0 → e±τ∓) < 9.8 × 10−6 at 95%
CL (90). DELPHI set an upper limit of B(Z0 → µ±τ∓) < 1.2 × 10−5 at 95% CL (91). These
limits, together with Equation 25 and Equations 28, 30, and 31, enable us to set 95%-CL bounds
on the (bi j

L )2 + (bi j
R )2couplings of Equation 25:

(
b eµ

R

)2
+

(
b eµ

L

)2
< 6.3×10−6;

(
b eτ

R

)2
+

(
b eτ

L

)2
< 3.7×10−5;

(
bµτ

R

)2
+

(
bµτ

L

)2
< 4.5×10−5. 32.
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Abstract
We provide a review of the status of experimental searches for lepton flavor
violation involving electrons, muons, and tau leptons. Future experimental
programs are discussed and placed in the context of theories beyond the
standard model.
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MEG 2013

MEG upgrade

MEG 2012

Next generation?
Project X?
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MEG result and upgrade
• Current limit:                                                  using                      

stopped muons.
• Background is dominated by accidentals.

• Upgrade: target sensitivity ~                                                                
based on ~                   stopped muons.

4

B(µ+ ⇥ e+�) < 5.7� 10�13 3.6⇥ 1014
4

formed in order to estimate the number of signal, RMD
and ACC events in the analysis region. The definition
of the likelihood function is described in detail in [10].
All PDFs as a function of the observables are extracted
from the data. Different resolutions and correlations are
used in the PDFs on an event-by-event basis. The depen-
dence on the photon interaction position and the quality
of the positron tracking has already been incorporated
into the previous analysis, while in the new analysis a
per-event error matrix for the positron observables, es-
timated by the new Kalman filter, has been introduced
into the PDFs. The sensitivity is improved by about 10%
in the new analysis with the positron per-event error ma-
trix. An analysis with constant PDFs is also performed
as a crosscheck, showing consistent results. The confi-
dence interval for the number of signal events is calcu-
lated by a frequentist method with a profile likelihood-
ratio ordering [10, 20, 21], where the numbers of RMD
and ACC events are treated as nuisance parameters.
To translate the estimated number of signal events into

a signal branching ratio two independent normalization
methods are used, either counting the number of Michel
positrons selected with a dedicated trigger or the number
of RMD events observed in the muon data. Their combi-
nation leads to a 4% uncertainty in the branching ratio
estimate. The increased reconstruction efficiency of the
new algorithms results in a 14% larger data sample for
the µ+ → e+γ search, as estimated with both normaliza-
tion methods. Half of the 14% is coming from the new
algorithm of the photon reconstruction and the other half
from that of the positron.
The systematic uncertainties on the PDF parameters

and on the normalization are taken into account in the
calculation of the confidence intervals by fluctuating the
PDFs by the amount of the uncertainties. In total they
produce a 1% effect on the observed upper limit, with
the majority of the contribution coming from the angular
PDFs.
The sensitivity (S90) is estimated as the median of the

distribution of the branching ratio upper limits at 90%
C.L., calculated over an ensemble of pseudo-experiments,
randomly generated according to the PDFs based on a
null signal hypothesis, with the rates of ACC and RMD
evaluated from the sidebands. The sensitivities have been
so evaluated for the 2009–2010 combined data, the 2011
data alone and the 2009–2011 combined data sample, and
are reported in Table I. Likelihood analyses are also per-
formed in fictitious analysis regions in both the time-
and angle-sidebands. The observed upper limits are all
in good agreement with the S90’s.
Figure 2 shows the event distributions in the (Ee, Eγ)-

and (cosΘeγ , teγ)-planes for the combined 2009–2011
dataset, where Θeγ is the opening angle between positron
and photon, together with the contours of the averaged
signal PDFs.
The observed profile likelihood ratios as a function of
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FIG. 2: Event distributions for the combined 2009–2011
dataset in the (Ee, Eγ)- and (cosΘeγ , teγ)-planes. In the
top (bottom) panel, a selection of |teγ | < 0.244 ns and
cosΘeγ < −0.9996 with 90% efficiency for each variable
(52.4 < Ee < 55MeV and 51 < Eγ < 55.5MeV with 90%
and 74% efficiencies for Ee and Eγ , respectively) is applied.
The signal PDF contours (1, 1.64 and 2 σ) are also shown.

the branching ratio are shown in Fig. 3. The best B es-
timates, upper limits at 90% C.L. (B90) and S90 for the
combined 2009–2010 dataset, the 2011 data alone and the
total 2009–2011 dataset are listed in Table I. The B90 for
the latter is 5.7×10−13. As a quality check the maximum
likelihood fit is repeated for the 2009–2011 dataset omit-
ting the constraint on the number of background events.
We obtain NRMD = 163 ± 32 and NACC = 2411 ± 57,
in good agreement with the expectations estimated from
Eγ and time sidebands, 〈NRMD〉 = 169 ± 17 and 〈NACC〉
= 2415 ± 25.

17

FIG. 10: An overview of the present MEG experiment versus the proposed upgrade. The numbers refer to the items

listed in the text.

The photon detector showed somewhat degraded reconstruction capabilities for photons converting at

the edge of its acceptance. Close to the entrance face the size of the 2” PMTs introduces a strong non-

uniformity, while close to the lateral faces the PMTs introduce shadows in the acceptance. As explained in

section VII a di�erent solution is now envisaged for the front and lateral faces, to recover resolutions and

e⇥ciencies.

Furthermore there is also room for improving the tracker e⇥ciency. The main part of the MEG tracking

ine⇥ciency is mainly due to the DC front-end electronic boards and mechanical support which intercept a

large fraction of positrons on their path to the timing counters. The use of segmented cathode foils (Vernier

pads) to reconstruct the z�coordinate was partially limited by the low amplitude of the induced signals on

the cathodes, making the z�measurement more sensitive to the noise. The chamber operation presented

some instabilities: their use in a high radiation environment led to ageing related problems, with discharges

preventing their usage. This implied the impossibility of operating some of the chamber planes during part

6⇥ 10�14

8

FIG. 3: A sketch of the MEG experiment

Muons are stopped in a thin (205 µm) polyethylene target, placed at the centre of the experimental set-up

which includes a positron spectrometer and a photon detector, as sketched in Fig. 3. The positron spectrom-

eter consists of a set of drift chambers and scintillating timing counters located inside a superconducting

solenoid with a gradient magnetic field along the beam axis, ranging from 1.27 Tesla at the centre to 0.49

Tesla at either end. The photon detector, located outside of the solenoid, is a homogeneous volume (900 ⌅)

of liquid xenon (LXe) viewed by 846 UV-sensitive photomultipliers tubes (PMTs) submerged in the liquid.

The spectrometer measures the positron momentum vector and timing, while the LXe detector is used to

reconstruct the �-ray energy as well as the position and time of its interaction in LXe. All the signals are

individually digitized by in-house designed waveform digitizers (DRS) [1].

The background comes either from radiative muon decays µ+ ⇥ e+⇤⇤̄� (RMD) in which the neutrinos

carry away little energy or from an accidental coincidence of an energetic positron from a normal Michel

decay with a photon coming from RMD, bremsstrahlung or positron annihilation-in-flight.

The number of accidental coincidences (Nacc), for given selection criteria, depends on the experimental

resolutions with which the four relevant quantities (E�, Pe, ⇥e�, te�) are measured. By integrating the RMD

photon and Michel positron spectra over respectively the photon energy and positron momentum resolution

it can be shown that:

Nacc ⇤ R2
µ � �E�2 � �Pe � �⇥2

e� � �te� � T (1)

3.3⇥ 1015

arxiv:1301.7225v2

arxiv:1303.0754

6

entering the signal timing window. The photon-arm, with the largest liquid xenon (LXe) detector in the

world, totalling 900 l, will also be improved by increasing the granularity at the incident face, by replacing

the current photomultiplier tubes (PMTs) with a larger number of smaller photosensors and optimizing the

photosensor layout also on the lateral faces. This should also lead to improved energy and spatial resolutions

for the LXe detector. Finally, in order to meet the stringent requirements of an increased number of readout

channels and to cope with the necessary bandwidth required by such a system, a new DAQ scheme involv-

ing the implementation of a new combined readout board capable of integrating the various functions of

digitization, trigger capability and splitter functionality into one condensed unit, is also under development.

During the R&D that has been on-going since 2011, various complementary and auxiliary devices and

technologies have been studied in order to reach the baseline solution outlined in this proposal. Some of

these devices have been developed to a significant level, such that once prototypes have been rigorously

tested under realistic beam conditions they could then be introduced into the running experiment, so allow-

ing for further improvements.

The overall planned schedule for the upgrade and its implementation is shown in the timeline in Figure 1.

An initial period of design and development, with the planned end of construction date of around mid 2015,

is to be followed by an engineering run in the latter half of 2015 and, providing the performance is as

expected, data-taking could start in 2016. The present sensitivity estimate is based on a muon stopping rate

of 7 · 107 muons/s for a running time of 3 years, assuming 180 DAQ days per year.

FIG. 1: Planned Schedule for the MEG Upgrade, showing the periods for R&D, construction, and implementation,

as well as an Engineering Run followed by three years of data-taking.

In the following sections of the proposal, a detailed description of the current status of the MEG ex-

periment, the scientific merits of an upgrade and the detailed overview of the key features involved will be

addressed. In conclusion to this, the sensitivity reach of such an upgrade will be given, as well as the neces-

sary collaboration infrastructure, costs, manpower and a detailed time schedules presented. In the appendix,

an overview of the complementary and auxiliary devices and technologies studied will be given.

Finally, the MEG collaboration is confident that the goals outlined of such a MEG upgrade will lead to

the new MEG experiment being a further benchmark for future LFV experiments.
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How to improve beyond MEG upgrade?
• One of the limiting factors of µ→eγ search is the photon energy resolution 

in calorimeter. 
✦ Accidental background dominates:                                                                                            

(Michel decay + radiative muon decay)

• A pair spectrometer (reconstructing e+e− pair tracks from photon 
conversion) can improve photon energy resolution significantly.

• Other improvement such as fiducial volume, positron/photon angular 
resolutions, muon decay vertex detection ability, etc. should also be 
considered.

• The use of converted photon were recently mentioned by Fritz DeJongh in 
his talk at 2012 summer study. Here we use the SuperB FastSim 
framework to take a detail look.

5

8

FIG. 3: A sketch of the MEG experiment

Muons are stopped in a thin (205 µm) polyethylene target, placed at the centre of the experimental set-up

which includes a positron spectrometer and a photon detector, as sketched in Fig. 3. The positron spectrom-

eter consists of a set of drift chambers and scintillating timing counters located inside a superconducting

solenoid with a gradient magnetic field along the beam axis, ranging from 1.27 Tesla at the centre to 0.49

Tesla at either end. The photon detector, located outside of the solenoid, is a homogeneous volume (900 `)

of liquid xenon (LXe) viewed by 846 UV-sensitive photomultipliers tubes (PMTs) submerged in the liquid.

The spectrometer measures the positron momentum vector and timing, while the LXe detector is used to

reconstruct the �-ray energy as well as the position and time of its interaction in LXe. All the signals are

individually digitized by in-house designed waveform digitizers (DRS) [1].

The background comes either from radiative muon decays µ+ ! e+⌫⌫̄� (RMD) in which the neutrinos

carry away little energy or from an accidental coincidence of an energetic positron from a normal Michel

decay with a photon coming from RMD, bremsstrahlung or positron annihilation-in-flight.

The number of accidental coincidences (Nacc), for given selection criteria, depends on the experimental

resolutions with which the four relevant quantities (E�, Pe, ⇥e�, te�) are measured. By integrating the RMD

photon and Michel positron spectra over respectively the photon energy and positron momentum resolution

it can be shown that:

Nacc / R2
µ ⇥ �E�2 ⇥ �Pe ⇥ �⇥2

e� ⇥ �te� ⇥ T (1)
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Brief introduction to FastSim
• Born from BABAR offline software framework.
• Developed primarily for SuperB; extensively used for physics 

studies and detector optimization.
• Detectors are modeled with 2D shells of cylinders, planes, and 

cones; configured by xml files, very easy and quick to modify.
• Event 4-momenta are generated by EvtGen
• Particle scattering, energy loss, secondary particles, etc. 

(Compton, Bremsstrahlung, conversion, EM/hadron showers),  
are simulated at the intersection of particle at each shell.

• Tracks are reconstructed with a Kalman filter into piece-wise 
trajectories. No pattern recognition, but can artificially confuse 
hits to mimic inefficiencies.

• High level physics candidates are built and analyzed with BABAR 
framework.

6
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Detector geometry
• Take note from Mu3e proposal: 

✦ Similar event topology

• Cylinders of thin silicon sensors
• Thin cone-shape target
• Scintillator timing devices (not 

implemented yet in this study).

• We need to add thin and dense 
materials to convert photons.

7

An Experiment to Search for the Decay µ ⇥ eee

Target

Inner pixel layers

Scintillating !bres

Outer pixel layers

Recurl pixel layers

Scintillator tiles

μ Beam

Figure 6.5: Schematic view of the experiment cut along the beam axis in the phase II configuration.

Figure 6.6: Schematic view of the experiment cut transverse to the beam axis. Note that the fibres are
not drawn to scale.

recurl stations (Figure 6.9) defines the full setup
for phase II running.

In the following sections, the experimental con-
figurations for running at the existing ⇥E5 beam-
line (the Phase I Experiment) and the final de-
tector for running at > 1 · 109 Hz muon stopping
rate (the Phase II Experiment) are outlined.

6.4 The Phase I Experiment

The phase I of the Mu3e experiment will start with
a minimum configuration (phase IA detector) with
the target regions surrounded by double layers of
inner and outer silicon pixel detectors, see Figure
6.7. This configuration defines the minimal config-
uration as it allows to determine the momentum,
the vertex position and the time of the decay pre-

27

An Experiment to Search for the Decay µ ⇥ eee

Target

Inner pixel layers

Scintillating !bres

Outer pixel layers

Recurl pixel layers

Scintillator tiles

μ Beam

Figure 6.5: Schematic view of the experiment cut along the beam axis in the phase II configuration.

Figure 6.6: Schematic view of the experiment cut transverse to the beam axis. Note that the fibres are
not drawn to scale.

recurl stations (Figure 6.9) defines the full setup
for phase II running.

In the following sections, the experimental con-
figurations for running at the existing ⇥E5 beam-
line (the Phase I Experiment) and the final de-
tector for running at > 1 · 109 Hz muon stopping
rate (the Phase II Experiment) are outlined.

6.4 The Phase I Experiment

The phase I of the Mu3e experiment will start with
a minimum configuration (phase IA detector) with
the target regions surrounded by double layers of
inner and outer silicon pixel detectors, see Figure
6.7. This configuration defines the minimal config-
uration as it allows to determine the momentum,
the vertex position and the time of the decay pre-

27

Mu3e proposal  arxiv:1301.6113v1

e+e+

e−

Niklaus Berger – Charged Leptons, February 2013 – Slide 11

e+

e+

e-

• μ+ → e+e-e+ 

• Two positrons, one electron 

• From same vertex 

• Same time 

• Sum of 4-momenta corresponds to muon 
at rest 

• Maximum momentum: ½ mμ = 53 MeV/c

$e signal

µ+ ! e+�

µ+ ! e+e�e+
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FastSim setup
• 6 layers: R= 1.5, 2.3, 8.5, 9.3, 12.0, 13.0  cm
• Si thickness= 50 µm, plus 50 µm kapton.
• Pb photon converter: 0.56 mm thick (~10% X0) at R=8.0 cm, 

covering 180° azimuthal angle.
• Target: double-cone Aluminum. Z vertices at ±5 cm; R=0.5 cm 

centered at z=0; thickness= 50 µm.
✦ Muons are generated just inside the surface of the target.

• Polar angle coverage: [0.2, π−0.2] rad
• B Field= 1.0 T
• Silicon layers are modeled after SuperB double-sided striplets.

✦ Hit resolution: 8 µm, plus some fraction of a 20 µm tail.
✦ Hit efficiency: 90%.

8
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FastSim geometry

9

Pb

e+

e+

e−
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Event display

10

Thin red curves: generated helices; magenta curves: fitted trajectories
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Analysis
• Generate 106 µ+→e+γ uniformly under the surface of target.

• BABAR algorithm to find/vertex converted γ→e+e− pairs.

• Extrapolate primary e+ onto the target surface; use the intersection to 
constrain the muon candidate decay vertex and refit the decay.
✦ If more than one intersection is found, choose the one such that e+ and γ have a largest 

opening angle (closest to back-to-back).

• ~1.8% are reconstructed.

11

µ decay vertices
e�e+ pair vertices
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Energy momentum resolutions
• Selection: |cosθe|<0.7; |cosθγ|<0.7; −3<φe<0; φγ>0

• Efficiency ~ 1.25%.

12

e+ momentum:
σ1= 200 keV
σ2= 840 keV
f1 = 81%

photon energy
σ1= 208 keV
σ2= 777 keV
f1 = 86%
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e+γ invariant mass resolution

13

σ1= 354 keV
σ2= 1681 keV
f1 = 85%
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Positron angular resolution

14

φe resolution
σ1= 9 mrad
σ2= 26 mrad
f1 = 85%

θe resolution
σ1= 8 mrad
σ2= 23 mrad
f1 = 83%
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Photon angular resolution
• After vertex constraint: ~7 time better than positron angular resolution.

✦ (Before vertex constraint: similar to positron.)

15

φγ resolution
σ1= 1.3 mrad
σ2= 3.4 mrad
f1 = 78%

θγ resolution
σ1= 1.1 mrad
σ2= 3.3 mrad
f1 = 84%
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Resolution of e-γ angle
• Dominated by positron angular resolution.

16

φeγ resolution
σ1= 9.6 mrad
σ2= 28 mrad
f1 = 85%

θeγ resolution
σ1= 8.7 mrad
σ2= 26 mrad
f1 = 82%
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Comparison
• We use SuperB FastSim and BABAR framework to study a 

conceptual design of a detector for µ+→e+γ (→e+e−)

17
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IX. FINAL SENSITIVITY

The sensitivity of the upgraded MEG experiment is evaluated by using a maximum likelihood anal-

ysis technique developed to extract the upper limit (UL) at 90% C.L. on B(µ ⇤ e�) in the MEG data

analysis [48]. This technique is more e⇥cient and reliable than a simple box analysis, since all types of

backgrounds are correctly folded in the global likelihood function and taken into account with their own

statistical weights.

An ensemble of simulated experiments (toy MC) is created from the probability density functions (PDFs)

describing the signal shapes and the background distributions for the photon energy (E�), positron energy

(Ee+), relative timing and relative angles. The enhanced precision of all upgraded detectors allows a much

better separation of the signal from the background and reduces significantly the spill of the gamma and

positron background distributions into the signal region, which is mainly due to experimental resolution

e�ects. With a much lower accidental background in the new detector, the muon stopping rate can be higher

than the present one: optimization studies are under way, but a muon stopping rate of at least 7 � 107 µ/sec

is envisaged. The increased muon stopping rate and the enhanced resolutions are taken into account in

estimating the number and the distributions of background events expected in the upgraded experiment.

A representative scenario for the detector resolutions and e⇥ciencies is summarized in Tab. XI and com-

pared with the present MEG performance. The e⇥ciency of the positron reconstruction is highly improved

with respect to the current one, thanks to the high e⇥ciency of the new tracking system (close to 1) and to

the optimized relative position of the tracker and the timing counter.

TABLE XI: Resolution (Gaussian ⌅) and e⇥ciencies for MEG upgrade

PDF parameters Present MEG Upgrade scenario

e+ energy (keV) 306 (core) 130

e+ ⇥ (mrad) 9.4 5.3

e+ ⇧ (mrad) 8.7 3.7

e+ vertex (mm) Z/Y(core) 2.4 / 1.2 1.6 / 0.7

� energy (%) (w <2 cm)/(w >2 cm) 2.4 / 1.7 1.1 / 1.0

� position (mm) u/v/w 5 / 5 / 6 2.6 / 2.2 / 5

�-e+ timing (ps) 122 84

E�ciency (%)

trigger ⇥ 99 ⇥ 99

� 63 69

e+ 40 88

This work MEG

pe 200 keV 305 keV

Eγ 0.37% 1.7−2.4 %

meγ 340 keV

φeγ 10 mrad 9 mrad

θeγ 9 mrad 16 mrad

efficiency 1.25% ~2%

An Experiment to Search for the Decay µ � eee

Phase IA Phase IB Phase II
Michel decays:

E�ciency (unpolarized) 50.0 % 53.4 % 52.4 %
Momentum RMS 0.73 MeV/c 0.44 MeV/c 0.28 MeV/c
Wrong charge fraction 1.14 % 0.45 % 0.45 %

Signal:
Reconstruction e�ciency 39 % 46 % 48 %
Energy sum RMS (reconstructed) 1.12 MeV/c2 0.65 MeV/c2 0.52 MeV/c2

E�ciency after selection 26 % 39 % 38 %
Energy sum RMS (selected) 0.91 MeV/c2 0.47 MeV/c2 0.42 MeV/c2

Track dca resolution (⇥) 190 µm 185 µm 185 µm

Table 17.2: E�ciencies and resolutions used in the sensitivity study. dca is the distance of closest
approach of a track to the beam line. The drop in the e�ciency after selection for phase II is due to the
larger combinatorial background.
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Figure 17.5: Reconstruced mass versus acoplanar
momentum for the phase II detector.
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Figure 17.6: Reconstructed mass resolution for
signal events after kinematic cuts in the phase IA
configuration.
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Figure 17.7: Reconstructed mass resolution for
signal events after kinematic cuts in the phase IB
configuration.
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Figure 17.8: Reconstructed mass resolution for
signal events after kinematic cuts in the phase II
configuration.
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Mu3e phase II 
muon mass

• Comparison with MEG, MEG 
upgrade and Mu3e.

arxiv:1301.7225v2

arxiv:1301.7225v2
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Background study
• The dominant background in MEG is accidental background (>90%).

✦ Positron from normal Michel decay; photon from radiative muon decay.

• BF(Michel)~100%;  BF(RMD)= (1.4 ± 0.4)%.

• We can generate uncorrelated pairs of e+ and γ, limiting ourselves to 
around the signal-like phase space, to simulate the equivalent background 
from 1016 stopped muons in a short time.

18

Nacc =
1

16⇡2R2
µ · Be(Ee) · B�(E�) ·�t · T · ⌦1 ·�⌦2 · "e · "� · "s

muon stop rate partial BFs
time window

DAQ time
phase space factors

reconstruction/selection efficiencies
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Toy validation with MEG
• Use                           ,                           ,   2.2% overall efficiency, and MEG’s 

resolutions to generate accidental background toy events
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Rµ = 3⇥ 107/s RµT = 3.6⇥ 1014
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formed in order to estimate the number of signal, RMD
and ACC events in the analysis region. The definition
of the likelihood function is described in detail in [10].
All PDFs as a function of the observables are extracted
from the data. Different resolutions and correlations are
used in the PDFs on an event-by-event basis. The depen-
dence on the photon interaction position and the quality
of the positron tracking has already been incorporated
into the previous analysis, while in the new analysis a
per-event error matrix for the positron observables, es-
timated by the new Kalman filter, has been introduced
into the PDFs. The sensitivity is improved by about 10%
in the new analysis with the positron per-event error ma-
trix. An analysis with constant PDFs is also performed
as a crosscheck, showing consistent results. The confi-
dence interval for the number of signal events is calcu-
lated by a frequentist method with a profile likelihood-
ratio ordering [10, 20, 21], where the numbers of RMD
and ACC events are treated as nuisance parameters.
To translate the estimated number of signal events into

a signal branching ratio two independent normalization
methods are used, either counting the number of Michel
positrons selected with a dedicated trigger or the number
of RMD events observed in the muon data. Their combi-
nation leads to a 4% uncertainty in the branching ratio
estimate. The increased reconstruction efficiency of the
new algorithms results in a 14% larger data sample for
the µ+ → e+γ search, as estimated with both normaliza-
tion methods. Half of the 14% is coming from the new
algorithm of the photon reconstruction and the other half
from that of the positron.
The systematic uncertainties on the PDF parameters

and on the normalization are taken into account in the
calculation of the confidence intervals by fluctuating the
PDFs by the amount of the uncertainties. In total they
produce a 1% effect on the observed upper limit, with
the majority of the contribution coming from the angular
PDFs.
The sensitivity (S90) is estimated as the median of the

distribution of the branching ratio upper limits at 90%
C.L., calculated over an ensemble of pseudo-experiments,
randomly generated according to the PDFs based on a
null signal hypothesis, with the rates of ACC and RMD
evaluated from the sidebands. The sensitivities have been
so evaluated for the 2009–2010 combined data, the 2011
data alone and the 2009–2011 combined data sample, and
are reported in Table I. Likelihood analyses are also per-
formed in fictitious analysis regions in both the time-
and angle-sidebands. The observed upper limits are all
in good agreement with the S90’s.
Figure 2 shows the event distributions in the (Ee, Eγ)-

and (cosΘeγ , teγ)-planes for the combined 2009–2011
dataset, where Θeγ is the opening angle between positron
and photon, together with the contours of the averaged
signal PDFs.
The observed profile likelihood ratios as a function of
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FIG. 2: Event distributions for the combined 2009–2011
dataset in the (Ee, Eγ)- and (cosΘeγ , teγ)-planes. In the
top (bottom) panel, a selection of |teγ | < 0.244 ns and
cosΘeγ < −0.9996 with 90% efficiency for each variable
(52.4 < Ee < 55MeV and 51 < Eγ < 55.5MeV with 90%
and 74% efficiencies for Ee and Eγ , respectively) is applied.
The signal PDF contours (1, 1.64 and 2 σ) are also shown.

the branching ratio are shown in Fig. 3. The best B es-
timates, upper limits at 90% C.L. (B90) and S90 for the
combined 2009–2010 dataset, the 2011 data alone and the
total 2009–2011 dataset are listed in Table I. The B90 for
the latter is 5.7×10−13. As a quality check the maximum
likelihood fit is repeated for the 2009–2011 dataset omit-
ting the constraint on the number of background events.
We obtain NRMD = 163 ± 32 and NACC = 2411 ± 57,
in good agreement with the expectations estimated from
Eγ and time sidebands, 〈NRMD〉 = 169 ± 17 and 〈NACC〉
= 2415 ± 25.
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FIG. 2: Event distributions for the combined 2009–2011
dataset in the (Ee, Eγ)- and (cosΘeγ , teγ)-planes. In the
top (bottom) panel, a selection of |teγ | < 0.244 ns and
cosΘeγ < −0.9996 with 90% efficiency for each variable
(52.4 < Ee < 55MeV and 51 < Eγ < 55.5MeV with 90%
and 74% efficiencies for Ee and Eγ , respectively) is applied.
The signal PDF contours (1, 1.64 and 2 σ) are also shown.

the branching ratio are shown in Fig. 3. The best B es-
timates, upper limits at 90% C.L. (B90) and S90 for the
combined 2009–2010 dataset, the 2011 data alone and the
total 2009–2011 dataset are listed in Table I. The B90 for
the latter is 5.7×10−13. As a quality check the maximum
likelihood fit is repeated for the 2009–2011 dataset omit-
ting the constraint on the number of background events.
We obtain NRMD = 163 ± 32 and NACC = 2411 ± 57,
in good agreement with the expectations estimated from
Eγ and time sidebands, 〈NRMD〉 = 169 ± 17 and 〈NACC〉
= 2415 ± 25.

Toy Toy

MEG 2013 MEG 2013

Count events in 
±1.64-σ windows 
(90% for a Gaussian 
distribution) in Ee, 
Eγ, θeγ, φeγ, and Δt.
Found 3.3±0.2 
background events.
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Background in future facility 
• Single event sensitivity ~2×10−15.

• Signal efficiency 1.25%.

• Need ~4×1016 stopped muons.

• Assuming data taken in 1.5 DAQ years ⤇ Rµ=8.4×108/s.

• Use resolutions similar to those found in FastSim, and timing resolution of 100 ps.

20

Count events in 
±1.64-σ windows 
(90% for a Gaussian 
distribution) in Ee, 
Eγ, θeγ, φeγ, and Δt.
Found 20±3
background events.
=> one order of 
magnitude to go.
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Vertexing power
• Converted photon has an angular resolution ~10 mrad in φ and θ (before vertex constraint).

• Positron and photon in accidental background come from different points on the target. 
Forcing the production point of the photon to be that of the positron will change the photon 
direction.

21

Change in photon angles after vertex constrained fit

In ±30 mrad box, 
85% signal, 5% background are selected

φ

θ

θ

φ
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Summary
• Reconstructing e+e− tracks from converted photons can 

significantly improve photon energy resolution, and can provide 
photon direction independently; both improve µ→eγ search 
sensitivity significantly. FastSim study demonstrates the 
principle.

• Toy study shows that an order of magnitude improvement from 
MEG upgrade sensitivity is possible (as long as the muon 
stopping rate is achievable, and target/detector can tolerate it).

• Further improvement:
✦ Loss of efficiency due to photon conversion probability could be 

partially recovered by adding more layers of converters.
✦ Target optimization; active (silicon) target.
✦ Detector layout optimization.
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Figure 17. Schematic view of SVT: longitudinal section. The roman numerals label the six different types
of sensors.

layers are straight, while the modules of layers 4
and 5 are arch-shaped (Figures 17 and 18).

This arch design was chosen to minimize the
amount of silicon required to cover the solid angle,
while increasing the crossing angle for particles
near the edges of acceptance. A photograph of
an outer layer arch module is shown in Figure 19.
The modules are divided electrically into two half-
modules, which are read out at the ends.

Beam Pipe 27.8mm radius

Layer 5a

Layer 5b

Layer 4b

Layer 4a

Layer 3

Layer 2

Layer 1

Figure 18. Schematic view of SVT: tranverse sec-
tion.

To satisfy the different geometrical require-
ments of the five SVT layers, five different sen-
sor shapes are required to assemble the planar
sections of the layers. The smallest detectors
are 43 × 42 mm2 (z × φ), and the largest are
68 × 53 mm2. Two identical trapezoidal sensors
are added (one each at the forward and back-
ward ends) to form the arch modules. The half-
modules are given mechanical stiffness by means
of two carbon fiber/kevlar ribs, which are visible
in Figure 19. The φ strips of sensors in the same
half-module are electrically connected with wire
bonds to form a single readout strip. This results
in a total strip length up to 140 mm (240 mm) in
the inner (outer) layers.

The signals from the z strips are brought to the
readout electronics using fanout circuits consist-
ing of conducting traces on a thin (50 µm) insu-
lating Upilex [33] substrate. For the innermost
three layers, each z strip is connected to its own
preamplifier channel, while in layers 4 and 5 the
number of z strips on a half-module exceeds the
number of electronics channels available, requir-
ing that two z strips on different sensors be elec-
trically connected (ganged) to a single electronics
channel. The length of a z strip is about 50 mm
(no ganging) or 100 mm (two strips connected).
The ganging introduces an ambiguity on the z
coordinate measurement, which must be resolved
by the pattern recognition algorithms. The to-

BABAR SVT


