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MKIDs (Microwave Kinetic Inductance Devices) 

• Pixelated micro-size resonator array. 

• Superconducting devices with meV energy gap. 
– Theoretically, energy resolution of several 100’s in the visible+near infrared. Excellent for 

cosmology, dark energy. (Also X-ray and CMB applications) 

– High bandwidth!: Allows for filtering of atmospheric fluctuations at ~100 Hz or faster. 
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MKIDs for cosmology 

• Mid resolution spectrometry of 109 galaxies 
• Already many interesting ideas coming out of today’s talks. 
• They point out to an MKID instrument with ~100Kpixels 



MKIDs for cosmology 

Well aligned with community interests 



A readout architecture for 100,000 pixel MKID Detector array 

• Technical challenges: 

• Low system noise covering a frequency spectrum that goes from DC to 
microwave RF.  

• Highly multiplexed RF system. 

• Mixed analog and digital electronics.  

• High data throughput. 

• On board digital signal processing. 

• Temporal and spatial synchronization. 

• Complex system calibration. 

• Data processing pipeline. 

 



A readout architecture for 100,000 pixel MKID Detector array 

• A factor of 50 over today’s largest system. 
 

• The readout system used for ARCONS is the ROACH that can read out up to 256 
resonators per feed line in 512 MHz of bandwidth, with 2 MHz spacing between 
tone frequencies.  
 

• 8 ROACH required for ARCONS 



CASPER-ROACH 

• Collaboration for Astronomy Signal Processing and Electronics  
Research 

– Reconfigurable Open Architecture Computing Hardware 
(ROACH)  



A readout architecture for 100,000 pixel MKID Detector array 

• Typical architecture 

• Many technical challenges. 

• GOAL: 2000 channels per RF feed line. 2 to 4 GHz per feed line. 

• A total of 50 feed lines for a 100K channel system. 

 

• The input and out mapping is done with RF power combiners and splitters. 
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Data throughput 

• At 3.6 Gs/s, 1.5 B/sample each feed line generates 5.4 GB/s and a 
total of A 270 GB/s for a system of 50 feed lines.  

• The output data bandwidth is considerably smaller. Each image of 
100 Kpixels at 2 to 3 B/pixel and a rate of 100 images/sec totals 30 
MB/s. The stored data can be furthered reduced in size, but there 
will be ~1000 images/second!! 

• That calculation implies that there is considerable signal processing 
with a data reduction of 1000 in the data acquisition system.  

• The channelizing and filtering is typically done by an FPGA because 
the algorithms are based of FFT and polyfilter bank techniques that 
require a high degree of parallelism.  

• The next processing step must fit the data to obtain pixel signal 
information. The fit of the complex signal S21 requires calibration, 
rotation and scaling and is done by an FPGA, a GPU or a general 
processor.  



MKID signal detection and noise 

• MKIDs work on the principle that incident photons change the 
surface impedance of a superconductor through the kinetic 
inductance effect. 

• One of the most attractive characteristics of MKIDs is single 
photon energy discrimination. 

• An MKID pixel operates at a typical power between -85 to -
100 dBm. The HEMT noise temperature is about 5 to 6 kelvin 
for the 2 to 8 GHz spectrum.  

• The warm electronics should be able to excite and readout 
2000 pixels in an RF feed line without introducing extra noise 
to the MKID-HEMT system. The warm electronic noise should 
be below -150 dB/Hz. 



Highly multiplexed RF system 

• A highly multiplexed and compact system requires a compact 
design.  

• Low noise microwave RF analog and fast sampling ADC and 
DAC conversion. Special care must be taken to minimize noise 
at all levels at the same time we maximize the number of 
channels per board and minimize the total number of boards.  

• RF systems are highly sensitive to signal degradation and 
crosstalk at interfaces and connectors, LO leakage, and high 
frequency noise from the digital electronics.  

• RF systems require calibration due to temperature variations 
and drifts. 



Highly multiplexed RF system 

• The analog down converter phase noise is typically dominated 
by the phase noise in the master oscillator (MO). The MO 
noise couples through the local oscillator generating 
sidebands in the IF spectrum. 



Temporal and spatial synchronization 

• The system synchronization is provided by the master oscillator 
which is phase locked. The MO can be locked to a GPS which 
provides a 1pps synchronization signal.  The DACs and channelizers 
must start at same time to provide a consistent phase for all the 
carrier bins. Absolute time of day is also required.  

• DAC, ADC and FPGA synchronization is achieved using a phase 
locked loop clock distribution device with less than 200 femto 
second jitter. Data packets will contain a time stamp and a header 
indicating the spatial pixel location and the complex data. 



System calibration 

• As part of the data taking procedure each pixel's raw phase 
response must be mapped to photon energy. For instance the 
ARCONS camera has developed a system to uniformly illuminate 
the focal plane with three lasers at the same time before and after 
science observations, thereby providing a reference to calibrate 
each detector's response. 

• The response for a single detector is given by a histogram using the 
number of counts for typically a minute of integration. The data is 
fit and processed to find the location of the laser wavelength 
providing the conversion to photon energy. 



Data processing pipeline 

• The data pipeline will be based on the ARCONS pipeline. 
Currently the following blocks have been developed or are 
under development: 
– Barycenter Photon Arrival Times 

– Cosmic Ray Cleaning 

– Wavelength Calibration 

– Flat field Calibration 

– Spectral Shape Calibration 

– Exposure Time Masking 

– RA/Dec Determination 

– Tip/Tilt Correction 

 



Timetable 

• FY 2014: 
• Low noise amplifier (HEMT) characterization.  
• Implementation of 2000 ch/RF line using ultra-fast DACs and ADCs. 
• Design of a superconducting cable for 50 RF feed lines.  
• MKID system testing and characterization. 
• Firmware and software development. 
•   
• FY 2015: 
• Multi transistor HEMT packaging. 
• High BW data signal processing.  
• Design of final RF up/down converters. 
•   
• FY 2016: 
• Build part of the 100Kpixel readout system  
• Finalize firmware and software development. 



The ESE department at Fermilab  

• 14 people and expanding: 

– 3 scientists, 7 engineers, 4 technicians, students. 

• We have designed detector electronics and DAQ for large 
experiments during 30 years. 
– SVX tracker for CDF and D0, 

– Large triggers. 

– NOVA DAQ 

– Mu2e DAQ 

• ~7 years of experience in RF electronics 
– ILC and SCRF LLRF.  

– Multi-channel RF. (32 channel) 

• Detectors: too many to mention (Si strips, pixels, etc)  
– CCDs for Dark Matter (DAMIC). 

– Sub electron noise readout in CCDs. 

 



9 mA experiment at DESY-FLASH 

• Amplitude controlled better than 10-4. 

• Phase controlled better than 0.02 degrees. 



Synergy with TES for CMB  

• The warm electronics for 100Kpixel MKIDs is very similar to 
what the TES-SQUID detector for CMB needs. 



Thank you 
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SCD/FPE departments 
(ESE and ADSS) are 
developing the DAQ  
system and Tracker 
Readout Controllers.  The 
DAQ is based on 
commercial components, 
with custom firmware 
and software.  The 
software framework is 
ARTDAQ. 
 
This is a “triggerless” 
architecture.  Data 
throughput is 30 
GBytes/sec. after zero-
suppression.  Filtering is 
done in 48 online 
processors ( ~40 TFLOPS). 

Mu2e DAQ 


