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What is AWS?



$5.2B retail 
business 

!

7,800 employees 
!

A whole lot of 
servers

2003 2012

Every day, AWS adds 
enough server 

capacity to power this 
$5B enterprise
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The AWS Big Data Stack

•Amazon S3 - Massively scalable, highly durable object store 
•Amazon DynamoDB - SSD-backed NoSQL DB with geospatial APIs 
•Amazon RedShift - Relational, columnar data warehouse 
•Amazon Kinesis - Managed real-time streaming data processing 
•Amazon Elastic MapReduce - Managed Hadoop 
•Amazon RDS - Managed Relational DBs (Oracle, Postgres, MySQL, MS SQL) 
•Amazon EC2 -  

•Spark/Shark 
•Cassandra 
•MongoDB 
•Many flavors of Hadoop 
•HTCondor 
•SLURM 
•StarCluster 
•… and many more



Amazon S3



Amazon S3: Over 2 Trillion Total Objects

1,100,000 Million 
peak requests/sec 

> 2,000,000 requests/second











Amazon EC2



ec2-run-instances





Programmable







Instance Types



Standard (m1) 
High Memory (m2,m3) 

High CPU (c1) 



Intel Nehalem (cc1.4xlarge) 
Nvidia GPUs (cg1.4xlarge and g2.2xlarge) 

2TB of SSD 120,000 IOPS (hi1.4xlarge) 
Intel Sandy Bridge E5-2670 (cc2.8xlarge) 

Sandy Bridge, NUMA, 240GB RAM (cr1.4xlarge) 
48 TB of ephemeral storage (hs1.8xlarge) 

Intel Ivy Bridge E5-2680 (c3.2/4/8xl)

Cluster Compute
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On-Demand Pricing



Reserved Instances



Spot Instances

• Bid $X per hour 

• If current price <= bid, instance starts 

• If current price > bid, instance terminates 

• Customers pay market rate, not bid
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•Science-as-a-Service
•Large-scale HTC (100,000+ core clusters)
•Large-scale MapReduce (Hadoop/Spark/Shark) using EC2 or EMR
•Small to medium-scale clusters (hundreds of nodes) for traditional MPI 

workloads
•Many small MPI clusters working in parallel to explore parameter space
•Small to medium scale GPGPU workloads
•Dev/test of MPI workloads prior to submitting to supercomputing centers
•Ephemeral clusters, custom tailored to the task at hand, created for 

various stages of a pipeline
•Collaborative research environments
•On-demand academic training/lab environments



Who is Using AWS?
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Customer’s  
Network

Amazon  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VPC With a  
Single Subnet

Simple web hosting, 
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environments, on-
demand HPC/HTC 

clusters

VPC With Private  
and Public Subnets

Multi-tier web hosting

VPC With Private and 
Public Subnets & 

Hardware VPN access

Multi-tier web hosting 
with access to internal 

infrastructure

VPC With a  
Private Subnet Only & 
Hardware VPN Access

Seamless private 
expansion of on-premise 

infrastructure.  “Burst 
capacity” or dedicated 

cloud environments with 
connectivity to on-premise 

resources
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U. Wisc.: CMS Particle Detector

http://www.hep.wisc.edu/~dan/talks/EC2SpotForCMS.pdf

http://www.hep.wisc.edu/~dan/talks/EC2SpotForCMS.pdf
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SWF 
EC2 
S3 

SimpleDB 
CloudWatch 

IAMs 
ELB

5 Giga-pixels in 5 minutes!



AWS Academic Grants

AWS.amazon.com/grants



AWS Public Data Sets

AWS.amazon.com/datasets



AWS and the NASA Earth eXchange (NEX)

images
videos
files
binaries
snapshots

EC2

Amazon 
Elastic MapReduce

Amazon S3EC2 Machine 
Images

Climate Researchers

•National Climate Assesment datasets hosted on AWS 
!

•Machine images, tutorials and hosted workshops provided by NASA 
!

•Data and Software now available to those without @nasa.gov email addresses 
!

•Enables crowd-sourced citizen science applications like those found on the Zooniverse



Multi-Spectrum Atlas of the Galactic Plane

•Collaboration between AWS, Caltech/IPAC and USC/ISI 
•All images are publicly accessible via direct download and VAO APIs 

•16 wavelength infrared atlas spanning 1µm to 70µm 

•Datasets from GLIMPSE and MIPSGAL, 2MASS, MSX, WISE 
•Spatial sampling of 1 arcsec with ±180° longitude and ±20° latitude 
•Mosaics generated by Montage (http://montage.ipac.caltech.edu)



Cancer Research with AWS



National Database for Autism Research

http://ndar.nih.gov/cloud_overview.html 

All autism research funded by NIMH 
must be publicly accessible 
!

NDAR provides a web interface to query 
the aggregate data set





Data Associated With a Particular Laboratory
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Data from Papers 
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Subjects defined to a cohort

Outcome measures

Analysis methods defined
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Computation in the Cloud
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Where is this Going?

3. Reviewers leverage cloud resources to reproduce and validate results.

2. Experimental data and results uploaded to the cloud along with 
reproducible machine images

1. Researcher conducts experiment

images
videos
files
binaries
snapshots

EC2

Amazon  

Elastic MapReduce

Amazon S3EC2 Machine 

Images

Number of Instances 1,000

Instance Type M3 Extra Large

Availability Zone US-West-2b

Launch

aws.amazon.com/managementconsole
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Where is this Going?

6. Automated workflows re-run the original researcher’s experiments 
on the new data using the original machine images.  Interesting 
results trigger notifications and further review.

5. Other researchers use these resources as a jumping off point for 
further research, also publishing their results in the cloud.

4. Results published in a peer-reviewed journal, including 
references (e.g. DOIs) to cloud data and AMIs

3. Reviewers leverage cloud resources to reproduce and validate results.

2. Experimental data and results uploaded to the cloud along with 
reproducible machine images

1. Researcher conducts experiment



Thank 
You


