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The DIII-National Fusion Facility: 
The Nation’s Largest Magnetic Confinement Experiment 

• DOE Office of Science/Office of Fusion Energy Sciences 
    – Fundamental experimental/theoretical research in magnetic fusion 
    – ~$75M/ year budget 
 
 
 
 
 
 
• DIII-D is a DOE SC enclave within General Atomics (GA) 
   – No direct link between GA and the DIII-D network 
 
• Research extended through at least 2018 
 
• DIII-D’s network overview 
    – 10G ESnet connection 
    – ~700 nodes, ~500 national and international users (1/3 GA employees) 
    – 50-50 GA collaborator computers, ~300 TB of total data 
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DIII-D National Fusion Facility: an International Program 
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Experimental Fusion Science is and will continue 
to be a Very Demanding Real-Time Activity 

Collaborative Control Room: More informed 
decision result in better experiments 
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DIII-D’s Utilizes a Standard Production 
10Gb  Backbone Network 

• Cisco based 
       – Nexus 5548P 
       – Nexus2K 
       – ASA5585X 
 
 
• 3 Class C networks 

 – 255 nodes each 
 
 
• 2 CIDR blocks 

 – 1020 nodes each 
 
 
• ESnet Collaboration Services 

 – H.323 & ReadyTalk 
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EAST Tokamak Research is a Major Collaboration 
Between Chinese and US Scientists 

•! EAST (Experimental Advanced 
Superconducting Tokamak)  
-! Institute Plasma Science, Hefei, China 
-! Superconducting long-pulse (~1000s) 

tokamak   
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ESnet’s “Science DMZ” Deployment to Assist 
DIII-D’s International  Collaborations with other Tokamaks 

• Targeting first our China/EAST collaboration 
       – Production usage summer 2014 
 
 
• IPV6 tested with existing Cisco 3750 switch 

 – 85% of 622 Mb/s WAN network 
 – Commercial UDP application 

 
 
• New router to be purchased 

 – Looking at Brocade MLXe-4 
 
 
• Examining UDT/UDR as production solution 

 – Start with commercial software 
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Looking Ahead 

• Production usage of science DMZ summer 2014 
       – Real world network throughput numbers 
 
 
• Track development of open source WAN data transfer tools 

 – Possible transition away from commercial solution 
 
 
• Examine expanding the usage beyond our China colleagues 

 – KSTAR tokamak in Korea is a prime example 
 – Pave the way to ITER 

 
 
• Seek to collaborate with other Science DMZ deployments 

 – Share experiences and learn from real-world usage 


