
T A N Y A  L E V S H I N A  

Monitoring, Diagnostics and 
Accounting 



Talk Overview 

�  New Infrastructure 
�  Offsite Submission 
�  Monitoring and Debugging: 

¡  Grid Jobs 
¡  Data Management 

�  Accounting 
�  Help! 
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What’s New and Why Should I Care? (I) 

�  New jobsub: client/server architecture 
¡  More scalable than old architecture  
¡  Changes that affect you: 

÷ You cannot login on submission node 
÷  jobsub commands have changed – check help & documentation 
÷ Log files need to be fetched from the server site 
÷  jobsub will show the status of your jobs but if you want to see job 

details for now you should use the command condor_q (and 
specify pool and schedd) 

�  High Availability Service 
¡  Multiple jobsub servers 
¡  Changes that affect you: 

÷ new  job id:cluster.process@jobsubserver 
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What’s New and Why Should I Care? (II) 

�  New software distribution paradigm: OASIS/CVMFS 
¡  Robust, scalable way to distribute software on remote sites 
¡  Changes that affect you: 

÷ You need to build relocatable software 
÷ Higher probability of encountering access problems on remote 

worker nodes 
�  New resources: FermiCloud, the OSG( more than 80 

institutions), and AWS clusters: 
¡  More opportunistic resources 
¡  Changes that affect you: 

÷ Complicated troubleshooting 
÷ Cannot expect to have access to BlueArc 
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Gird Jobs: Monitoring and Debugging 
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Job Submission 

You submitted a job: 
<> jobsub_submit.py --resource-provides=usage_model=DEDICATED --group 
uboone …. 
Submitting job(s).......... 
10 job(s) submitted to cluster 386. 
JobsubJobId of first job: 386.0@fifebatch2.fnal.gov 
Use job id 386.0@fifebatch2.fnal.gov to retrieve output 
 
Let’s look at the status job (386.0@fifebatch2.fnal.gov) : 
<> jobsub_q.py -G uboone  
386.0@fifebatch2.fnal.gov  tlevshin  06/10  15:39  0+00:00:00  I

 0  0.0  test_local_env.sh 
386.1@fifebatch2.fnal.gov  tlevshin  06/10  15:39  0+00:00:00  I

 0  0.0  test_local_env.sh 
386.2@fifebatch2.fnal.gov  tlevshin  06/10  15:39  0+00:00:00  I

 0  0.0  test_local_env.sh 
 

Why my job is idle? 
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Idle jobs (I) 

There are multiple reasons why your job can be idle: 
�  It requires some time to request and start a glidein on a 

remote worker node and match your job. Be patient 
especially if your are submitting jobs to opportunistic, 
offsite, fermicloud  or AWS resources. 

�  Your job doesn’t match any requirements 
¡  Unsupported resources (SL7, huge memory requirement)  

�  Your job is starting, failing right away and it is put back into 
a queue 

�  The system is too busy running other jobs. 
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Idle jobs (II) 

If your job is idle for more than half an hour, check: 
�  requirements using  condor_q –better-analyze. 
�  for number of restarts: 

condor_q -g -pool fifebatch1.fnal.gov –l <job_id> -format "%s\n" 
NumRestarts 
NumRestarts = 5 

�  the log file and look for memory usage: 
…. 
006 (528.001.000) 06/12 13:33:42 Image size of job updated: 14636 
        2  -  MemoryUsage of job (MB) 
        1668  -  ResidentSetSize of job (KB) 
... 

�  GlideinWMS Frontend monitoring page. 
http://fifebatchgpvmhead1.fnal.gov/vofrontend/monitor 
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Idle Jobs – Very Busy System 
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VO Frontend Monitor (http://fifebatchgpvmhead1.fnal.gov/vofrontend/monitor) 
 



Held Jobs 

If you see: 
condor_q -g -pool fifebatchgpvmhead1.fnal.gov -name fifebatch2.fnal.gov  
ID      OWNER            SUBMITTED     RUN_TIME ST PRI SIZE CMD                
7741.0@fifebatch2.fnal.gov    tlevshin        6/5  10:20   0+00:00:28 H  0   0.0  test.sh  

 
Check the held reason: 
condor_q -g -pool fifebatchgpvmhead1.fnal.gov –name  fifebatch2.fnal.gov 

 –l 7741.0@fifebatch2.fnal.gov 
-format "%s " MATCH_EXP_JOB_GLIDEIN_Site -format "%s\n" HoldReason 

MATCH_EXP_JOB_GLIDEIN_Site = "BNL" 
HoldReason = "Error from glidein_7363@acas1505.usatlas.bnl.gov: error changing sandbox ownership to 
the user: condor_glexec_setup exited with status 768 Glexec exited with status 203;” 
 
Other reasons: 
HoldReason = "Job restarted too many times (by user condor)” 
HoldReason = "Error from glidein_24733@compute-1-2.nys1: STARTER at 192.168.9.253 
failed to send file(s) to <129.79.53.21:9615>: error reading from  …SHADOW failed to 
receive file(s) from <128.84.3.204:37410>” 
Open SNOW ticket! 
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Job Monitoring 

�  Use jobsub_q.py to check if your jobs is still running 
�  Use jobsub_fetchlog to download your log files 
�  Check FIFEMON (we plan to support FIFEMON for the 

new infrastructure) 
http://fifemon1.fnal.gov/monitor/user/<username> - user’s jobs info 
http://fifemon1.fnal.gov/monitor/experiment/<vo>  - batch details, enstore, 
blue arc and dCache activities per experiment 
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FIFEMON 
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Batch details about your experiment Storage details 

Batch details about you job 



Job Debugging (I) 
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Job failed: 
�  Do you have enough information to debug a problem 

¡  Add set –x for simplify debugging 
¡  Exit with non-zero exit code in case of failure 
¡  Add timestamps to your log (echo “ Started ifdh `date`”)  especially 

when you are doing file transfers. 
¡  You should always log the following debugging information: site, host, 

and OS your job has been executed: 
echo Site:${GLIDEIN_ResourceName} 

echo "the worker node is " `hostname` "OS: "  `uname –a`  
 

�  Your script has a bug. Have you tested it on your local 
machine? 

�  Authentication/authorization problems with remote site 



Job Debugging (II) 
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�  Worker node problems: 
¡  cvmfs problem 
¡  missing libraries 
¡  not enough space (worker node scratch area per slot is limited to 20GB – 

80GB) 
¡  not enough memory (OSG limit is usually 2GB per slot) 

Create a SNOW ticket, provide: 
�  Your experiment, role (DN and FQAN of a proxy certificate) 
�  On what Site, Node your job was executed 
�  Job stdout/stderr and log files 
You can always request a FermiCloud VM node that looks like a 
“generic” grid worker node and do testing and debugging there. 



Data Management: Monitoring and Debugging 
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Data Management 
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� We're not in Kansas anymore!  The jobs could be 
started at Nebraska, Oklahoma or other OSG sites. 
So you should not expect to get direct  access to 
BlueArc. 
¡ How do you get  files to/from a worker node?  

� Do you use SAM/SAM WEB? Check your SAM 
station for input file download: 

http://samweb.fnal.gov:8480/station_monitor/<vo> 

� Do you use IFDH? Do you know where your output 
is going: Fermi Public dCache? Fermilab BlueArc? 
Remote Storage Element? 



SAM Monitoring 
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IFDH Monitoring 
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�  It is strongly recommended to add to your script or pass it 
with –e to jobsub (especially for jobs running offsite): 

export IFDH_DEBUG=1 
�  ifdh does a lot of guessing how to reach a proper storage 

when plain path is specified 
https://cdcvs.fnal.gov/redmine/projects/ifdhc/wiki/
Smarter_data_routing 

�  If you need to use the remote storage element, you will 
need to know the address and path to the storage element 
and use it as the source or destination arguments in the 
ifdh command. 



IFDH Debugging (I) 
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�  What can go wrong (especially when running offsite 
and/or using remote SEs)?: 
¡  Service (SRM Endpoint or gridftp) is down 
¡  Network problems 
¡  Authentication (proxy has expired)  
¡  Authorization (you don’t have access to a SE or permissions to 

access a specific directory) 
¡  Worker node problem: 

÷ missing executables, libraries (globus, srm client commands) or 
cvmfs problems 

÷ problem with a host certificate or crl files 
¡  File not found, wrong path , etc – trivial bugs 



IFDH Debugging (II) 

6/17/14 FIFE Workshop 

20 

�  To debug: 
¡  Check logs 
¡  Execute ifdh command manually 

�  Create a SNOW ticket, provide: 
¡  Your experiment, role (DN and FQAN of a proxy certificate) 
¡  On what Site, Node your job was executed 
¡  What command you have used to transfer files 
¡  Timestamp 
¡  Command  stdout/stderr output 
¡  Results  of executing the same command manually in local 

environments   



dCache Monitoring 
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You can check dCache transfers if your files are going to 
Fermilab Public dCache (path /pnfs/fnal.gov/usr/<vo>/
scratch/…) 
�  Home page: http://fndca.fnal.gov 
�  Per experiment space usage: 

http://fndca.fnal.gov/cgi-bin/sg_usage_cgi.py 
�  Per experiment  dCache transfers:  

http://fndca.fnal.gov/cgi-bin/sg_transfers_cgi.py 
�  Active transfers: http://fndca3a.fnal.gov:2288/context/transfers.html 
�  Recent FTP transfers: http://fndca.fnal.gov/cgi-bin/dcache_files.py 
�  File lifetime plots: http://fndca.fnal.gov/dcache/dc_lifetime_plots.html  

 



dCache Monitoring Examples 
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Enstore Monitoring 
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You can check Enstore (path /pnfs/fnal.gov/usr/<vo>/rawdata) 
�  Home page:  http://www-stken.fnal.gov/enstore/  
�  Small Files Aggregation: http://www-stken.fnal.gov/cgi-bin/

enstore_sfa_hud_cgi.py 
�  Per experiment tape burn-rate: http://www-stken.fnal.gov/enstore/

all_sg_burn_rates.html 
�  Quotas (more usage): http://www-stken.fnal.gov/enstore/

tape_inventory/VOLUME_QUOTAS 
�  Per experiment drive usage: 

http://www-stken.fnal.gov/enstore/drive-hours-sep/
plot_enstore_system.html 

�  Complete file listings: 
http://www-stken.fnal.gov/cgi-bin/enstore_file_listing_cgi.py 



Enstore Monitoring Examples 
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Tape burn rate per experiment 
Drive usage per experiment 



FTS Monitoring 
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�  The File Transfer Service (FTS)  is used for adding new files into the SAM 
catalogue, copying them to new locations, and archiving them to Enstore. 

�  Example: http://novadaq-ctrl-datadisk-02.fnal.gov:8888/fts/status 



Accounting 
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Grid Accounting (Gratia) 
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�  Fermi Accounting scoreboard: 
http://web1.fnal.gov/scoreboard/ 

¡  Weekly generated customizable  plots (wall duration, job 
count, VMs usage, transfers to dCache and BlueArc, usage of 
the OSG).  

¡  Weekly and monthly generated customizable  plots per 
experiments 

¡  We can add more plots on request. 



Accounting Examples(I) 
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Experiment Accounting: 
http://web1.fnal.gov/
scoreboard/<exp>_week.html 



Accounting Examples (II) 
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Accounting Example (III) 
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It looks like MWT2 sites were not 
very reliable sites for NOvA during 
the last week. Let’s check for a 
monthly trend. 

Efficient usage of the OSG sites (CPU wall hours/Wall hours): 



Getting Help 
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Open a SNOW ticket:  https://fermi.service-now.com/  


