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Campus grids mission 

●  Create an open forum for broad discussions 
of DHTC practices (users & campus research 
computing center professionals) 
o  → Campus Infrastructures Community  

●  Provide an easy on-ramp to OSG for campus 
researchers → OSG Connect 

●  Deliver campus grids as a service 
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Campus Infrastructures Community 
CIC: Workshops, webinars, archive of demos 

campusgrids.org 
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OSG Connect for users 

Make OSG seem 
like a virtual 
campus cluster: 
●  login 
●  software 
●  job scheduling 
●  job data 
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OSG Connect approach 
●  Leverage existing work, don’t develop 

o  OSG VO & GlideinWMS overlay services for resource 
access; OASIS, Modules for software access; Gratia 
accounting & OIM information service 

o  Globus (ID & transfer), CI-Logon 
o  HTCondor (& Bosco-as-service) for other  

clusters 
●  Deliver as service 

o  Leverage automated build & configuration 
practices from LHC Tier 2 Centers 
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OSG Connect service elements 

●  Identity & group management service 
●  Auto account provisioning to login host 
●  Flocking services 
●  Data service (for quasi-transient job data) 
●  Job monitoring, accounting service 
●  User facing monitoring & documentation 
●  Continuous validation services 
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Identity and group management  

●  Leverage the Nexus service from Globus 
●  Use home campus identity with CI-Logon & 

InCommon federation services 
●  Users authorized in standard way but without  

grid certificate and VO service overhead 
●  Associate users with Groups (OSG Projects) 

for accounting and to control access 
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Auto provisioning of user accounts 

●  The service periodically 
checks for newly authorized 
members 

●  Creates Unix account, and 
users can quickly login and 
start work (no admin needed) 

●  Goal is to have users running 
jobs on OSG within the hour 
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Groups and users OSG projects Signing up 9 



Job service: keeping it simple 

●  Not a gateway or web portal 
o  Users must be shell-literate 

●  Resource targets advertise attributes back to 
the Condor schedd as usual 

●  Usual ClassAds and Condor submit scripts 
o  Users are responsible for anything more in terms of 

workflow tools 
●  Recipes, templates for the “DHTC way”  
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Resource targets 
●  OSG GlideinWMS is the workhorse 
●  UChicago campus grid (UC3) 
●  In progress: 

o  Syracuse University HTCondor pool (OrangeGrid) 
o  St. Louis University SGE compute pool 

●  Any cluster running Condor, PBS, SLURM, or SGE can 
be directly added to OSG Connect (using Bosco) 
requiring only a user account on the resource 

●  Optionally can add Amazon EC2 instances (e.g. 
workshops, bootcamps, etc, for guaranteed execution) 
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Storage service: Stash 

●  Provide a quasi-transient storage service for 
job input/output data 

●  Implemented with Ceph object store 
●  POSIX access provided to the login host 
●  Globus Online Server for managed transfers 

from campus data services 
●  Personalized http service endpoint 
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Easy, reliable upload of data to 
Stash for processing on OSG, 
and downloading output data 
back to campus. 
 
Here we leverage  
Globus transfer 
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Application software 

●  Legacy DHTC methods for software access: 
o  HTCondor file transfer + http access 

●  OSG OASIS+Modules 
 
 

●  Common OSG user 
collections 

●  Curating based on user 
demand 

●  Will include XSEDE rpms 
●  Tracking by user, project 

& site for analytics 

$ module avail 

$ module load R 

$ module load namd 

$ module purge 
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User-facing OSG usage & data  

Storage used by me, by my projects 

← Cycles used by me, my projects, and by others 
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  Job Monitoring  
David Schultz 
IceCube 

Jobs 
by site http://bit.ly/1sPlxrX 

By user, project, 
site, #jobs, 
wall time, 
cpu time, 
cpu efficiency 
 
Tailored to user: can 
optionally see where 
jobs run and how 
efficiently. More job 
info planned 
(success/failures, by 
task, etc.) 
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OSG Connect usage in 2014 
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Campus grids as service 

A generic pattern for connecting campuses to national 
cyber infrastructure 
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Duke CI Connect: 1st campus grid as service 

Minimize entry barrier for 
campus grids & bridging 
 
Users submit locally as before, 
but can overflow to OSG or other 
targets 
 
No local IT building: just a 
standard login account to get 
started 
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Duke Campus → OSG Open Facility 

20 



CI Connect for communities 

Virtual LHC Tier-3 service for 
analysis batch processing 
 
Flexible mix of resource 
targets, including “off-grid” 
Tier-3s and campus clusters 
 
Lessons for software access 
on non-OSG, non-LHC 
resources (e.g. XSEDE) 
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Campus grids in progress 

●  Expect these to be 
in production very soon  

Each presents specific challenges that 
provide lessons for new campuses. 
Service upgrades provided centrally, no 
local updates, re-installs, etc. 

Revisiting submit client as module (rpm installed by local admin) for home 
cluster → connect service → OSG + CI submit mode { $module load connect } 
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Back to Syracuse OrangeGrid 
●  HTCondor campus grid: 

o  ~3000 desktops with virtual machines running in the background 
supporting SL6 and Ubuntu 

o  Condor Virtual Machine Coordinator interfaces with HTCondor to launch 
and manage virtual machines.  Grown from 6000 to 10000+ cores. 

●  First Phase:  
o  OrangeGrid as an OSG Connect resource target 

●  Second phase:  
o  CI Connect instance, virtually extending OrangeGrid to the OSG for 

Syracuse researchers 
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User support & engagement 

●  CIC workshops 
●  OSG Connect →  

OSG User School 
●  With User Support, 

developing joint boot 
camp with Software 
Carpentry for the fall 

Strategy will be to partner with campus HPC / computing center consultants 
 24 



revision control 
in github 

Continuous unit 
testing with 
Jenkins 

user 
recipes 
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Summary and Conclusions 

●  Campus Grids and OSG Connect are 
effectively incorporating core OSG principles 
o  shared access, overlays, trust model, openness,... 

●  Will evolve methods to integrate campus 
infrastructures for the benefit of small 
research groups and campus IT providers 
o  Providing them as value-added services for campus IT 

means multiple instances benefit from innovation 
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