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Abstract

In a synchrotron, amplitude and phase noise in the radio-frequency (RF) system leads to
timing jitter and energy fluctuations of the beam, which in turn cause orbital motion in dispersive
regions. Electrical components in the RF system inevitably contain 60 Hz harmonic noise from
the AC power grid. To suppress 60 Hz related noise, an adaptive notch filter was developed,
implemented, and tested using a variety of digital signal processing techniques. Noise at targeted

frequencies was reduced by ~30 dB to ~39 dB.

1 Introduction

In an accelerator, the low-level radio-frequency
(LLRF) control system is responsible for regu-
lating the amplitude and phase of the electro-
magnetic fields inside the accelerating cavities.
In a storage ring, variations in the amplitude or
phase will cause the beam to seek out the new
stable fixed point, causing timing jitter and en-
ergy fluctuations. This can also lead to orbital
motion in dispersive regions. A major source
of amplitude and phase noise in the Advanced
Photon Source (APS) radio-frequency (RF) sys-
tem are 60 Hz harmonics originating from the
klystron high voltage DC power supply (HVPS).
The supply is a 3-phase full-wave rectified DC
source which provides the klystron cathode and
mod-anode bias voltages. Fluctuations in these
voltages cause amplitude and phase modulation
in the klystron. Other sources of 60 Hz harmonic
related noise are found in the klystron driver am-
plifier and nearly all electronics which ultimately
derive their power from the 60 Hz electrical grid.

This paper outlines a system designed to re-
move RF amplitude and phase noise at three fre-
quencies: 60 Hz, 120 Hz, and 360 Hz. The sys-
tem can be expanded to cancel more frequencies,

but will ultimately be limited by the computa-
tional resources available. Provisions were in-
cluded to minimize noise that could potentially
be added by the designed system.

In order to remove the noise at the target fre-
quencies, an adaptive notch filter architecture
was selected. An adaptive notch filter is superior
to a static notch filter because the adaptive filter
tracks the frequency of the noise; thereby allow-
ing extremely narrow bandwidths with excellent
frequency selection. In order to cancel multiple
target frequencies, multiple instances of an adap-
tive notch filter were implemented in parallel.

1.1 The Adaptive Notch Filter

The adaptive notch filter is a special case of an
adaptive noise canceller [1]. The general adap-
tive noise canceller is depicted in Fig. 1. A de-
sired signal, d is polluted with noise, n, from a
noise source in some unknown way to become
signal s = d + n. A sensor is used to detect a
noise reference signal, x, which is correlated to
the noise source and hence n. The coefficients of
the adaptive filter, H(z), are adjusted so as to
match the filter’s output, ¥, to the noise n in a
least mean squares (LMS) sense using the noise
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Figure 1: Depiction of general adaptive noise
cancelling concept.
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canceller’s output signal e.

The adaptive filter accepts two inputs: the
noise reference signal x and the noise canceller’s
output signal e. The filter weights are adapted
using a LMS algorithm [2] which minimizes the
noise power of the canceller’s output signal. The
algorithm estimates the gradient of the mean-
square error surface and travels down that gra-
dient to minimize the error. The algorithm is
described by the following set of discrete-time
equations for digital implementation [2]:

€k = Sk — Yk (1a)
Wi = W1 + pep X (1b)
Yk = W,?Xk (1c)

where k is the sample time index, W}, is a vector
of length M filter coefficients corresponding to a
digital filter of length M, and X is a vector of
the last M values of the noise reference signal.
At each iteration, the coefficients are updated by
adding a scaled estimate of the gradient, ueg Xy,
to the previous value of the coefficient. The scal-
ing p is used to adjust convergence time and sta-
bility. The coefficients are then used to calculate
the output of the adaptive filter, y. This output
is then subtracted from the noisy signal, s, in an
attempt to eliminate the noise.

For noise that has a broadband frequency
spectrum, many coefficients are needed to create
a filter which is capable of estimating the mag-
nitude and phase response for each frequency
contained in that spectrum. However, when the
noise is very narrow-band, or consists of a single
frequency tone such as a 60 Hz harmonic, the
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Figure 2: Block diagram of the two weight adap-
tive notch filter.

filter can be implemented using only two coeffi-
cients, wr and wq, as depicted in Fig. 2. These
two coefficients respectively adjust the magni-
tude of an in-phase (I) and quadrature (Q) com-
ponent of the noise reference tone. By adapt-
ing these I and Q components, an amplitude
and phase of the noise tone can be found which
cancels its presence in the system’s noisy signal;
hence, this yields the name adaptive notch fil-
ter. With each weight working on its respective
I/Q component of the noise reference, there are
2 separate sets of Eq. 1 with Eq. 1b of each be-
coming an integrator with gain controlled by i as
depicted by the dashed boxes in Fig. 2. In prac-
tice, the 2-weight filter is limited by how close
the phase shifter in Fig. 2 is to 90deg for achiev-
ing true quadrature references, binary number
precision, and other sources of noise.

Not surprisingly, the adaptive notch filter has
the same architecture as a LLRF control system
that uses I/Q rectangular coordinates. However,
LLRF feedback may use general proportional-
integral-derivative (PID) or state-space control
for the baseband section (i.e., the dashed boxes
of Fig. 2). Furthermore, the input to a LLRF
controller’s baseband section is the difference be-
tween a setpoint and the down-converted, or
1/Q, detected signal in order to regulate to a de-
sired setpoint as opposed to trying to achieve a
notch with a setpoint of zero.

1.2 Analysis of Adaptive Notch Filter

Referring to Fig. 2, we first wish to find the
transfer function through the adaptive filter, or



from € to y. Consider a sinusoidal noise refer-
ence, x, sampled with sampling period T,

z(k) = C cos(w, kT + 0) .

Shifting this reference by 90deg, quadrature ref-
erence signals x; and xg are generated

x1(k) = C cos(w, kT + 0)
zq(k) = —Csin(w, kT + 0) .

By Euler’s formula, these can each be repre-
sented as:

[eiwrkTeiQ 1 efiwrkTeij} (2a)

[eiwrkTeiG _ e—iwrkTe—j9:| (2b)

where i = /—1.

The upper portion of Fig. 2, or the in-phase
path, will be analyzed first. The in-phase noise
reference signal, xj, is multiplied by the error
signal e. Using Eq. 2a for x;, the Z-transform of
this process is given as

Zle-xr} =
g Z{e(k)einkT}eiH_'_Z{E(k,)efiwrkT}efiG

(3)

Since the Z-transform of e(k), E(z), is

E(z)=Z{e(k)} = Y (k) 27"
k=—oc0
then
Z{e(k) . eiiwrkT} _ i 6<k) . (Zeq:ier)—k
k=—o0

=F (zejF’w"T) )
Equation 3 then becomes

Z{E . w]} =
C — Wy 1 W —1
5 [E (ze T)€9+E(Z€+ T)e 0} .

The signal e-x; then passes through an integrator
to become the in-phase LMS coefficient w;(k)
whose Z-transform, Wy(z), is given as

Wi(z) =
%H(z) E(zeii“’rT)ew + E(zei“’TT)efw

where 1z

H(z) = z—1

is the Z-transform for the integrator with gain p

which is shown within the dashed box of Fig. 2.
Finally, w;(k) is multiplied by the in-phase

noise reference, zr(k), to obtain the in-phase

component of the output, y;(k), whose Z-

transform, Y7(z), is given by

Y](Z) = Z{w[ : .Z']}
_¢

2

CQ —iwyT w1’
= ZE(z) [H(ze ™) + H(ze™ )]
Cﬁ —12w, T —iw, T 120

+ 1 E(ze )H (ze Je

02
ZE

[Wj(ze*i‘“TT) + Wi (zeier)}

(Z€i2er)H(Zeier)6—i29 ]
(4)

The Z-transform for the quadrature compo-
nent of the output, yg, can be found in a similar
way to be

Yo(2) = Z{wq - zq}

+

c —iw w
= 5; [Walze™") = Wo(ze™™)]
02 —iw, T w1
= ZE(z) [H(ze ™) + H(ze™ )]
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1 E(ze )H(ze )e
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The Z-transform of the output signal y(k), Y (z),
is given by the sum of Egs. 4 and 5. Dividing by
E(z) then gives the transfer function, G(z) from
e toy as

[H(zeiMT) + H(zeinT)]



Using Eq. 4, G(z) becomes

z (z — cos(w,T))
(ze—wrT — 1) (zeiwrT — 1) °

G(z) = pC?

Thus the technique of baseband processing with
mixing, or down/up conversion, as depicted by
Fig. 2, results in a shifting of the pole at DC,
or z = 1, of the baseband transfer function H(z)
to poles at z = e*rT or at the noise reference
frequency w,. This same technique is exploited
in LLRF control systems and RF filtering appli-
cations. Also note the additional zero in G(z)
compared to H(z).

The beauty and great utility of this technique
is made evident by looking at the noise rejec-
tion transfer function, denoted as F'(z), describ-
ing the transmission from s(k) to ¢(k) of Fig. 2

B E(2) B 1
Fz) = S(z)  1+G(2)
(Ze—inT _ 1) (Zeier _ 1)

(14 pC?)22 — cos(w,T)(2 + uC?)z + 1

(6)
Equation 6 describes the transfer function for the
digital adaptive notch filter. It has the desired
property of having a transmission zero exactly
at the noise reference frequency. The bandwidth
and hence settling time of the filter is controlled
by both the magnitude of the noise reference sig-
nal and the adjustment parameter p through the
uC? term which determines the pole locations.
The theoretical magnitude response for various
values of C? are shown in Fig. 3.

Theoretical Adaptive Notch Filter
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Figure 3: Theoretical notch filter magnitude re-
sponse for various values of pC?2.

2 Application of the Adaptive
Notch Filter

The adaptive notch filter can be applied to the
APS RF systems as depicted in Fig. 4. The noise
source is the ripple on the klystron’s high voltage
power supply (HVPS). This noise generates RF
amplitude and RF phase noise in the RF output
of the klystron which are respectively detected
with an envelope and phase detector. The out-
puts of these detectors, or the error signals €4y
and €y, are considered the output of their re-
spective noise canceller. A noise reference, x,
can be taken from the high voltage power sup-
ply’s cathode voltage monitor. The signals yump
and ypns are respectively the output of the ampli-
tude and phase adaptive filters. These outputs
are used to modulate the RF drive signal so as
to cancel the RF modulation happening within
the klystron caused by the high voltage power
supply ripple.

Simultaneous cancellation at multiple 60Hz
harmonics is achieved by pre-filtering both the
noise reference signal, x, and the error signals,
€amp and €y, With narrow band-pass filters with
corresponding center frequencies to prevent in-
termodulation distortion effects and crosstalk
between the multiple adaptive filter channels.
The quadrature noise reference signals are gen-
erated using a Hilbert filter that precedes the
noise reference signals’ band-pass filter banks.
The outputs of all adaptive filter channels are
then summed together to generate the amplitude
and phase control outputs, yamp and ypps, to the
RF modulator. Three frequencies, 60Hz, 120Hz,
and 360Hz, for each RF amplitude and RF phase
were attacked here.

The adaptive notch filter was developed us-
ing a National Instruments (NI) compact Real-
time Input Output (cRIO) system chassis, model
cRIO-9118. The digital algorithm was im-
plemented on the cRIO-9118’s Xilinx Virtex-5
LX110 field-programmable gate array (FPGA).
This particular FPGA contains 64 DSP48E
slices, which are used for high-throughput multi-
plication. Analog to digital conversion was per-
formed with a NI 9222 ¢cRIO module which con-



High Voltage |cathode
Volt
SoR';ce Modulator Module Power Supply M%nait%?
u |- - - - - ] (Noise Reference) RF Load
| Phase | | AM |l | — (e.g.,
~T| Shifter Modulator | | |~ | | Accelerating
] [ Cavities
A A _ Driver Amp Kiystron v )
Amplitude Loop
. — 1 X \i
Adaptive [~ .| Envelope
Vame Notch Filter €amp Detector
1 X
Phase Loop Adaptive [ Phase
Notch Filter [
Yohs €phs Det(;ctor

Figure 4: Application of the notch filter for the RF system.

sists of 4, £10V, 16-bit analog-to-digital con-
verter (ADC) channels. Output conversion was
performed with a NI 9269 cRIO module which
consists of 4, £10V, 16-bit digital-to-analog con-
verter (DAC) channels. Host communication to
the FPGA is aided with the chassis’ cRIO-9024
real-time PowerPC controller.

A block diagram of the FPGA firmware code
that was developed for the cRIO system using
LabView contains two main loops executing at
different fixed rates as shown in Fig. 5. The
processing loop executes at 10 kHz, which eas-
ily satisfies the timing requirements of the LMS
computations. The Input/Output (I/O) loop ex-
ecutes at 100 kHz, which allows oversampling the
ADCs and DACs.

Oversampling is a method of taking samples
faster than that needed for processing the band-
width of interest. Not only does it relax require-
ments for the analog anti-aliasing filters by in-
creasing the Nyquist frequency, but it also im-
proves the signal to noise ratio over the band-
width of interest. In our application, the over-
sampling ratio is 10, thus reducing the ADC
noise power over the bandwidth of interest by
this same factor. The oversampled signal can
be decimated (i.e., samples are discarded) sub-
sequent to digital anti-alias filtering to achieve

an internal digital signal processing rate which
is applicable to the original bandwidth of inter-
est. After digital signal processing, the output is
interpolated by a factor of ten. This similarly re-
duces the DAC quantization noise power over the
bandwidth of interest. It also increases the fre-
quencies of the DAC images (i.e., images of the
baseband signal are produced around 100 kHz
instead of around 10 kHz), thereby relaxing the
requirements of the analog reconstruction filter.

The processing loop is comprised of three dis-
tinct stages. The first stage is preparing the
inputs for the LMS algorithm. The noise ref-
erence signal is split into in-phase and quadra-
ture components using a Hilbert filter. Then the
two quadrature reference signals and the two er-
ror signals (amplitude and phase) are each fed
through a parallel set of 60 Hz, 120 Hz, and 360
Hz band pass filters in order to select the tar-
get frequencies. A tunable delay is provided on
the error signals for each frequency channel in
order to tune the overall phase of the feedback
loop for proper negative feedback and stability
considerations. A total of 12 signals: three fre-
quency channels each of the RF phase error, the
RF amplitude error, the in-phase reference, and
the quadrature reference are then passed into the
second stage, the LMS algorithm.
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Figure 5: Abstraction of the FPGA code for the adaptive notch filter.

The LMS algorithm, or second stage, performs
the following list of computations on each error
component sample according to Eqgs. 1b and lc.
Each item is completed in a single clock cycle and
requires the use of one DSP48E slice for multi-
plication. Hence the algorithm takes a total of 3
slices.

1. Multiplies by the corresponding I/Q noise
reference component: €[k] - z7,g[k]

2. Multiplies by the gain adjust, p, and adds
the previous coefficient value: w[k — 1] +

pelk] - xp/q[k]

3. Multiplies by the corresponding 1/Q refer-
ence component: w(k] - vk

In the third and final stage of the processing
loop, the total adaptive filter output for each
path (amplitude and phase) is formed by the
sum of the samples from all frequency channels
for that respective path. The two resulting out-
put signals, yamp and ypps, are then written to
memory for the I/O loop to use for upsampling
and interpolation.

The original implementation of the LMS algo-
rithm had each frequency channel operating in

parallel. Due to the number of DSP48E slices
required for each parallel path, the original im-
plementation could not support more than three
target frequencies. In order to reduce the re-
sources required for each channel and to allow
the program to be easily expanded, the new code
uses time-division multiplexing within the LMS
algorithm. Instead of needing twelve separate in-
stances of the LMS algorithm, only one shared
instance with a deeper memory is needed. The
channels are processed sequentially within the
LMS coeflicient block using a process that runs
at the FPGA clock rate of 40 MHz. This in-
creases the number of FPGA clock cycles re-
quired to process all 12 channels, but requires
only 3 DSP48E slices to calculate all of the LMS
coeflicients. Without time-division multiplexing,
each additional target frequency would require
adding 16 DSP48E slices: 4 for band pass filters
(1 each for the 2 quadrature noise references and
1 each for the amplitude and phase errors) and 12
for the LMS coefficients (3 multiplies for each of
the 4 LMS coefficients). With time-division mul-
tiplexing, adding an additional target frequency
only requires adding 4 slices for the band pass
filters.



In order to reduce the latency introduced to
the LMS algorithm by time-division multiplex-
ing, the algorithm is implemented as a pipelined
process with three stages. This allows the LMS
algorithm to work as an assembly line. The
first channel will take four FPGA clock cycles to
propagate through the algorithm, but each of the
remaining channels will arrive at the output in
consecutive cycles. Instead of taking 4 x 12 = 48
cycles at 40 MHz to compute the 12 coeflicients
in the three frequency case, the pipelined algo-
rithm only takes 4 + 11 = 15 cycles at 40 MHz
to complete.

The notching response of a 360Hz channel was
measured on the bench using a Stanford Re-
search Systems SR-785 dynamic signal analyzer
and an in-house analog signal conditioning cir-
cuit to form the proper error summing junction
of Fig. 2. A noise reference signal, x, was pro-
vided by an external generator. The SR-785 was
used in transfer function mode. The SR-785
source output provided the s signal of Fig. 2.
The input of the SR-785 was fed with a monitor
of the error signal e. The measured response is
shown in Fig. 6.

Measured 360Hz Notch Response
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Figure 6: Measured notch filter response for a
360Hz channel.

The suppression is not perfect at 360Hz due to
both the SR-785 and the noise reference gener-
ator not being frequency locked, and frequency
resolution of the measurement. Gain outside the
notch is believed to be due to the additional fre-
quency responses from the analog anti-aliasing

and reconstruction filters, the digital bandpass
filters, and delays. Obviously changing the value
of 1 allows one to shape the width of the notch
similar to what was seen in Fig. 3.

2.1 Front Panel Controls

The LabView FPGA environment allows the
FPGA to communicate with a front panel on a
host computer. The front panel is configured
so that the operator can adjust parameters of
the adaptive notch filter. These parameters in-
clude for each frequency channel: enable and re-
set switches, a numerical control for u, a numer-
ical control for error sample delay, and indica-
tors for the the LMS coefficients. Some global
controls and indicators are also present, allowing
the operator to invert the error or the reference
signal and change internal scaling. Signals can
also be viewed real-time in both the time and
frequency domains and can be saved for further
off-line analysis.

3 RF System Integration

In order to preserve existing RF feedback loops
around the klystron, the NI adaptive notch filter
hardware, hereby called the adaptive noise can-
cellation system (ANC), is integrated into an ex-
isting RF station as depicted in Fig. 7. An ana-
log signal conditioning chassis is used to interface
the existing analog signals with the NI equip-
ment. Although it is not fully detailed in Fig.
7, it can be thought of as what provides the in-
terfacing within the yellow box regions. The sig-
nal conditioning chassis contains analog circuitry
which performs several functions. Its primary
function is to amplify the small RF phase and
RF amplitude error voltages into the usable dy-
namic range of the ADC’s in order to maximize
signal-to-noise ratio (SNR) at the ADC. Simi-
larly, the dynamic range of the DAC’s is fully
utilized to improve DAC SNR. The DAC output
is scaled down in the signal conditioning chassis
to produce the small control voltages needed for
controlling the RF amplitude and phase modu-
lators.
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Figure 7: Integration of the ANC system into a Storage Ring RF Station.

Ideally the input signals from the RF ampli-
tude and phase detectors and the HVPS cathode
voltage monitor should be scaled to a maximum
value of +10 V to fit within the range of the
NI 9222 cRIO 16-bit ADC’s. The quantization
interval for this module is

20V

5 ~ 0.305mV

AV:2

The mean square value, or noise power, of quan-
tization noise can be approximated by AV?2/12
[3]. This noise power is constant assuming there
is an appropriate signal level and signal fre-
quency content. Thus, when the signal level,
or its power, is increased the signal to quanti-
zation noise ratio is also increased. The ana-
log signal conditioning chassis amplifies the in-
put from the RF phase and amplitude monitors,
as well as from the HVPS cathode voltage moni-
tor, by a factor of 30, or 30dB, thereby improv-
ing the signal-to-noise ratio by this same factor
compared to not using any pre-amplifier. This

assumes that the original SNR and the noise in-
troduced by the pre-amp do not overcome this
improvement, which is a fair assumption.

Low pass filters (LPF) were utilized for the
ADC input anti-aliasing filters and the DAC out-
put reconstruction (or DAC image suppression)
filters. The anti-aliasing filter removes frequen-
cies greater than one half of the sampling rate, or
50 kHz. The reconstruction filter must also re-
move DAC image frequencies at one half of the
sampling rate and greater. The highest target
frequency was 360 Hz, so a cutoff frequency of
1 kHz was appropriate for the LPFs. The LPF
was a simple single pole resistor capacitor (RC)
filter. The three anti-aliasing filters were imple-
mented in stand-alone passive component filter
boxes, while the reconstruction filters were im-
plemented within the analog signal conditioning
chassis.

As shown in Fig. 7, the ANC system outputs
are summed with the outputs of existing analog
PID controllers. The existing analog PID con-



troller for RF amplitude is used to maintain a
fixed RF drive level to the klystron. Running
the klystron at a fixed RF drive level is required
for operations for various reasons such as main-
taining klystron stability and achieving certain
efficiency. Unfortunately this loop tends to fight
the adaptive notch loop. If the amplitude noise
originates within the klystron, then the adaptive
notch filter is using the driver amplifier output
to counteract the noise. However, the klystron
drive loop is trying to suppress any fluctuations
on the RF drive level. The bandwidth of the
klystron drive loop as well as the gain of the
adaptive notch loop can be adjusted to reduce
the overlap and hence interaction between the
loops.

The existing analog PID controller for RF
phase is purely in parallel with the adaptive
notch for RF phase. They both are working with
each other. The analog loop is used to maintain
a fixed RF phase of the klystron output relative
to an RF reference. The adaptive notch does
not operate at DC, therefore it does not interfere
with the DC setpoint. The PID controller pro-
vides general broadband noise suppression while
the adaptive notch attacks the targeted 60Hz
harmonics.

4 RF Test Stand Study

The ANC system was tested in the APS build-
ing 420 RF Test Stand using station RF1’s 1
Mega-Watt (MW) klystron. The test stand has
a 1 MW RF water load for the klystron to
drive. Measurements were made while running
the klystron at 300 kW.

Fig. 8 displays the RF amplitude and phase
noise power spectral densities (PSD) of a
klystron output RF monitoring signal as mea-
sured with an Agilent E5052B signal source ana-
lyzer. The large reduction at the three targeted
frequencies is quantified in Table 1. The noise
at the targeted frequencies are reduced to levels
near to the measurement noise floor. Some small
noise can be seen to be introduced by the ANC at
10 kHz and its harmonics in the RF phase noise
PSD. This is due to the finite suppression of the

Frequency Noise Reduction (dB)
(Hz) Phase Amplitude

60 -33.31 -29.92

120 -31.02 -34.21

360 -35.94 -38.95

Table 1: Reduction of phase and amplitude noise
by ANC system.

10 kHz images afforded by the low-pass interpo-
lation filter used for upsampling to the 100kHz
DAC update rate. The larger broadband ampli-
tude noise seen above 1kHz with the ANC OFF is
believed to be due to the Booster dipole supply
which was being turned on and off during our
studies. This supply is pulsed at 2Hz, thereby
coupling 2Hz related noise onto the RF system
power grid. The 2Hz harmonics are evident in
the PSD plots and are seen to be higher in the
ANC OFF case than in the ANC ON case for
the amplitude noise.

The cumulative integrated noise is shown in
Fig. 9. The root-mean-square (rms) noise in-
tegrated over 10Hz to 1kHz is seen to improve
by a factor of ~5 for both phase and amplitude
due to reduction of the 60Hz, 120Hz, and 360Hz
components.

Time domain plots are shown Fig. 10. A cal-
ibrated scaling factor for the envelope detector
was not measured at our operating point, so an
absolute percent amplitude noise level could not
be determined. Instead, the raw volts coming
from the envelope detector are shown. The re-
maining noise is mainly due to 180 Hz, 240 Hz,
and 720 Hz as can be determined from the PSD
plots of Fig. 8. These frequencies could be ad-
dressed by adding more channels to the FPGA
code. Based upon the cumulative noise plots of
Fig. 9, perhaps another factor of 2 reduction in
the rms phase noise could be achieved. While
improvement at these frequencies could also be
achieved for amplitude noise, it appears that lit-
tle improvement would result in the total rms
amplitude noise due to the 2Hz harmonics from
pulsing of the Booster dipole.
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Figure 10: Time Domain Phase and Amplitude Noise

5 Conclusion and Future Work

Based on the results obtained at the RF test
stand, the adaptive noise cancelling system was
very effective. It reduced the targeted noise by
~30 dB to ~39 dB. The only observable noise
added by the system was negligible noise from
imperfect suppression of image frequencies as-
sociated with DAC output interpolation. The
FPGA code can be easily modified to cancel
noise at additional 60Hz harmonics, such as the
180 Hz, 240 Hz, and 720 Hz lines. While it is
possible that another factor of 2 reduction in the
total rms phase noise may be achievable, the to-
tal rms amplitude noise may be little affected
due to the contribution of 2Hz harmonics from
pulsing of the Booster dipole.

One interesting observation, not mentioned in
the text, was that the RF phase noise as seen
by the signal source analyzer showed less im-
provement if RF amplitude noise suppression
was turned off. This is suspected to be due the
mixer based analog phase detector being sen-
sitive to RF amplitude. When the amplitude
suppression is turned on, the phase suppression
system correctly suppresses phase noise as op-
posed to some mixture of amplitude and phase
noise. The converse scenario was not seen, most
likely because the amplitude detectors are diode
based envelope detectors which are insensitive to
RF phase. The results presented here were with
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simultaneous amplitude and phase suppression,
which would be the typical operational scenario.

Future plans include implementing the ANC
in a MicroTCA system which will provide in-
creased flexibility in both hardware and control
system integration. This could also allow for a
digital LLRF receiver to replace the analog am-
plitude and phase detectors.

The ANC system should be tested on an oper-
ational RF system to analyze the effects on beam
stability. A stability analysis should also be per-
formed to optimize notch bandwidth and inter-
action with the other existing loops.
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