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p p → W W : `The WW excess’  

A mild excess, 1.5 - 2 σ  over NLO theory prediction  

Excess at both 7 and 8 TeV, experiments more consistent 
with each other than the theory prediction.  

Significance of excess higher (3 σ) when considering bin-
by-bin analysis. 



p p → W W : `The WW excess’  
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Or simply a QCD effect?
Both ATLAS and CMS experiments impose jet-veto in their analysis 

Need a better understanding of jet-veto.  
P. Jaiswal and T. Okui, An Explanation of the WW Excess at the LHC by 

Jet-Veto Resummation, [arXiv:1407.4537].

WW WW Top Top 



Jet-veto example : no `jets’ with pT > 25 GeV allowed  
Jet-veto        ⟹         Many scales      ⟹     Large Logs

Jet-Veto : Origin of Large Logs

Minimize logs from 
virtual diagrams.

Minimize logs from 
real diagrams.

WW + 0 jet measurement :                                         
Two scales appear : MWW  and pTveto                                                

☛ 2 possible choices : μ ≈ MWW  or μ ≈ pTveto ?? 

Inclusive WW measurement :     
Only one scale appears : MWW                                                                      
 ☛ Obvious scale choice : μ ≈ MWW .   [μ= μf= μr]



Jet-Veto and Large Logs: 
The problem of many scales

A well known and understood problem in EFTs 
(Effective Field Theories)   

SCET can provide answers on how to  resum 
the large logs.



Soft Collinear Effective Theory (SCET)
Degrees of Freedom and power counting: 

Collinear Modes :  

Anti-collinear Modes :  

Soft Modes : 
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From (2.3), we see that the metric and inverse metric5 in the x+-x� subspace are given by

(g
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) =

 
0 2

2 0

!
, (gµ⌫) =

 
0 1/2

1/2 0

!
, (2.7)

so, for arbitrary 4-vectors aµ and bµ, we have

a·b ⌘ a+b
+ + a�b� + a? ·b? = 2(a�b+ + a+b�) + a? ·b?

=
1

2
(a+b� + a�b+) + a? ·b? .

(2.8)

Now, by definition and without loss of generality, we let the 4-momentum of the initial quark

q1 be dominantly in the p+ component.6 So, we parametrically have p+ ⇠ O(M), where M is the

invariant mass of the W+W� pair. The p? component, on the other hand, is parametrically never

larger than O(pvetoT ), because the jet veto condition prevents the ? component of momentum of a

gluon radiated o↵ of q1 from being larger than pvetoT . We express this parametrics as |p?| ⇠ O(�M),

where � ⌘ pvetoT /M . The parametric size of the p� component then follows from requiring that

the quark can be on-shell, that is, p2 = p+p� + p? ·p? can be zero. (If it cannot, this quark

mode should not be in the e↵ective theory.) This determines that p� ⇠ O(�2M). Therefore, the

components of p of the initial quark must have the following parametric scaling behavior in terms

of M and �:

(p+, p�, p?) ⇠ (1,�2,�)M . (2.9)

We refer to this scaling behavior as the collinear scaling. Similarly, the p of the initial quark q2
should scale as

(p+, p�, p?) ⇠ (�2, 1,�)M , (2.10)

which we refer to as the anticollinear scaling. Note that generic collinear and anticollinear modes

have virtuality of order O(�M) ⇠ pvetoT , that is,

p2 ⇠ O(�2M2) , (2.11)

which is the square of the size of the ? component. It will be useful to remember the virtualities

of collinear and anticollinear modes are given by their pT.

Next, let us look at a gluon radiated o↵ of a collinear quark with 4-momentum p, where the

collinear quark splits into a quark with 4-momemtum q and a gluon with k. We would like to find the

condition on k such that q can remain (nearly) on-shell, because otherwise the q mode should not be

in the e↵ective theory. To find that condition, let k scale as (k+, k�, k?) ⇠ (�a,�b,�c)M . In order

for the k mode to be in the theory, we must ensure that k can be on-shell, i.e., k2 = k+k�� |~k?|2 = 0.

This can happen to nonzero k only if a + b = 2c. If c < 1, then k? is parametrically larger than

pvetoT so the gluon would be rejected by jet veto. Hence we do not have to consider gluons with

c < 1. If c > 1, then k? is parametrically smaller than pvetoT so the gluon would pass the jet veto

5 We adopt the +��� sign convention for the spacetime metric.
6 Unless otherwise noted, we always index 4-momenta by a lower index, as they are associated with a spacetime

derivative @, whose index is naturally lowered.
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Regulators : 
Separation of off-shell and on-shell modes : DR                               
At cut-off scale Λ, integrate out modes with off-shellness 
greater than Λ. 
Separation of collinear/anti-collinear modes :                     
DR not sufficient. 
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and the requirement that physical observables should be free of collinear anomalies leads to RG

equations with respect to ⌫,8 in addition to standard RG equations with respect to µ associated

with DR. We will see how this works explicitly in Section 3.2.1.

Finally, since all rapidity integrals go from �1 to 1 whether we are dealing with collinear or an-

ticollinear modes, how do we actually distinguish the two modes inside loop integrals? Equivalently,

how do we avoid double-counting the modes at the loop level (the so-called zero-bin subtraction

problem [67])? Those two modes can be distinguished because they are assigned di↵erent scaling

laws. Even if we have two integrals, one for collinear and the other for anticollinear, with apparently

the same integrands and the same integration limits, the two integrands should be expanded di↵er-

ently in powers of �. (Note that everything must be expanded in EFTs for consistent and manifest

power counting.) Thus, order-by-order in �, their integrands di↵er, lead to di↵erent divergences,

and yield di↵erent results. The principle of well-defined power counting is precisely what resolves

the ambiguity/double-counting problem. (This point was particularly well elucidated in Ref. [44].)

2.1.4 Nonlocality on the Lightcone

Let �c(x) be a field that interpolates a collinear particle, that is, let �c(x) consist only of Fourier

modes scaling as ⇠ (1,�2,�)M . The components of a spacetime derivative acting on �c then scale

as

@+�c ⇠ M�c , @��c ⇠ �2M�c , @?�c ⇠ �M�c . (2.12)

Since the e↵ective theory is an expansion in terms of two small dimensionless parameters � and

↵s, with only one dimensionful scale M ,9 the scaling behavior @+�c ⇠ M�c implies that a Taylor

expansion of �c in powers of @+/M cannot be truncated at any finite order. Therefore, there are

no small parameters in the collinear sector that imply locality in the x+ coordinate [54–56]. On the

other hand, @?/M and @�/M acting on collinear fields are suppressed by � and �2, respectively, so

the lagrangian can be truncated at some finite orders in @?/M and @�/M , giving rise to locality

in the x? and x� coordinates. (In contrast, in familiar Lorentz-invariant Wilsonian EFTs, the fact

that we have @/⇤ ⌧ 1 in all directions at low energy implies an isotropically local lagrangian.)

Similarly, in the anticollinear sector, the e↵ective lagrangian is nonlocal in the x� coordinate while

local in x+ and x?. Intuitively, these nonlocalities make a perfect sense. Since the p+ component

of a collinear momentum is O(M), we can form a wave packet of length ⇠ M�1 in the x+ direction,

so we can actually resolve the intrinsic nonlocality of the e↵ective theory arising from integrating

out o↵-shell propagators at distances of O(M�1). A nonlocal EFT can be just as useful as local

EFTs as long as it possesses well-defined power-counting rules and symmetries to ensure that there

are only a finite number of operators we can write down at any given order in the power-counting

parameters. This is indeed the case for our SCET lagrangian, as we will see later.

8 By letting all ⌫ dependence be carried by collinear and anticollinear fields without including the so-called soft

gluons (the gluons with momenta scaling as ⇠ (�,�,�)M , i.e., those with a small rapidity), we have implicitly chosen

a renormalization scheme for rapidity divergences in which the only role of the soft modes is to provide renormalization

constants to absorb the 1/↵ poles of rapidity divergences. The same scheme was adopted in, e.g., a similar calculation

for the higgs production with a jet veto [41]. We therefore will not discuss soft modes in this paper.
9 Strictly speaking, we also have m

W

and m
Z

. For parametrics/scaling discussions, we treat them as ⇠ O(M).
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SCET

Note that the evolution function U is independent of h, because the RG equation (3.14) directly

derives from an h independent function Z
UV

.

3.2 The Beam Functions

As we noted earlier, the beam function (2.76) would exactly coincide in the pvetoT ! 1 limit with

the PDF:

�
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 i
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where
P

X

goes over all X, without any jet-veto constraints. Notice that the dependence on the

scale ⌫ is absent in the PDF, because without a jet veto there is nothing in (3.20) that would

require a cuto↵ in the rapidity space, so there are no rapidity divergences.

To relate the beam function to PDFs, note that the PDF �
 /p(⇠, µ) can be thought of a (spin-

averaged) matrix element of the operator

�̂
 

(⇠, µ) =
1

2⇡
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Similarly, the beam function can be thought of a matrix element of an operator B̂
 

that is given by

the right-hand side of (3.21) with
P

X

replaced by
P0

X

. Assuming that the set of quark, antiquark,

and gluon PDF operators (�̂
q

, �̂
q̄

, and �̂
g

) form a complete set, we can perform an operator product

expansion (OPE) on B̂
q

to express it in terms of a linear combination of �̂
i

(⇠, µ), where the operator

�̂ is labelled by a discrete label i = q, q̄, g as well as a continuous label ⇠. Taking the matrix element

of this OPE between
⌦
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�� and
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↵
, we obtain an expression of the beam function in terms of
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q i

(z, pvetoT , µ, ⌫) is the OPE coe�cient of the operator �̂ with labels i and ⇠/z.

The z integral is bounded from below by ⇠, in accord with the fact that when the parton i splits

into the parton q and another parton, each parton has positive energy.

3.2.1 Cancellations of Rapidity Divergences and Collinear Anomalies

As discussed in Section 2.1.3, the beam functions have rapidity divergences that arise from artifi-

cially separating collinear and anticollinear modes for the purpose of well-defined power counting.

The divergences in the beam functions arise from the dp+ and dp� integrations implicit in
P

X
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and
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Separation of collinear/anti-collinear modes :                             

Analytic / Rapidity Regulators
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cially separating collinear and anticollinear modes for the purpose of well-defined power counting.

The divergences in the beam functions arise from the dp+ and dp� integrations implicit in
P

X

c

and
P

X

c̄

, respectively, in the factorized cross section (2.68). We employ analytical regularization

to regulate rapidity divergences, which amounts to modifying the integration measure dp+ in
P

X

c

as Z
dp+
p+

=)
Z

dp+
p+

✓
⌫

p+

◆
↵

, (3.23)

and similarly the measure dp� in
P

X

c̄

as
Z

dp�
p�

=)
Z

dp�
p�

✓
⌫

p+

◆
↵

. (3.24)
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Analogous to DR : take α→0 limit in the end.

Collinear Anomaly :                           

Dependence of amplitudes on  ν. 

Physical observables do not depend on regulator                   
⇒ RGE in ν 

Analogous to μ dependence in DR



SCET : Calculations

2.2.3 The Hard Interaction

In our calculation, we treat electroweak gauge interactions only at the tree level. In particular, the

W± bosons appear only as external final states in both the full and e↵ective theories. The Z and

� appear in the full theory only as an s-channel propagator leading up to the W+W� production

vertex. Since those Z and � propagators are always highly o↵-shell, they cannot appear in the

e↵ective theory and their e↵ects must be incorporated in an e↵ective vertex. The W+W� pair

can also be produced via a t-channel quark exchange in the full theory. This t-channel propagator

is also always far o↵-shell so must be integrated out into the e↵ective vertex. Therefore, in our

SCET, the W+W� production must be described by an operator of collinear and anticollinear

fields coupled to external W+ and W� states:

Lhard =
1

M
✏⇤
µ

(p3, s3) ✏
⇤
⌫

(p4, s4) e
i(p

3

+p

4

)·x J µ⌫(x) , (2.44)

where J µ⌫(x) is a SCET operator that destroys the initial collinear and anticollinear quarks, while

(p3, s3) and (p4, s4) are the 4-momenta and polarizations of the W+ and W�, respectively. We

have already substituted the final-state wavefunctions ✏⇤
µ

(p3, s3) e
ip

3

·x and ✏⇤
µ

(p4, s4) e
ip

4

·x, because
the W± bosons appear only as external states, simply acting as a source for the SCET operator

J µ⌫(x).

As discussed in Section 2.1.4, collinear and anticollinear fields constituting the SCET operator

J µ⌫(x) are allowed to be nonlocal in the x+ and x� coordinates, respectively, while they must be

local in the remaining coordinates. Hence, at the leading order in � (that is, O(�0)), the operator

J µ⌫(x) can be written in terms of �c and �c̄ defined in (2.40) as

J µ⌫(x) =

Z
dt1 dt2 �

i↵

c̄ (x�+ t2, ~x?)
⇥
�µ⌫(t1, t2, p3+4k, p3�4, µ)

⇤
�

↵

�c
i�

(x++ t1, ~x?) , (2.45)

where p3±4 ⌘ p3 ± p4, while ↵ and � are spinor indices (see footnote 10 for our convention), and i

an SU(3)C index. As we are working at the leading order in �, no ⌅c or ⌅c̄ should appear in (2.45),

as they scale with a higher power of � than ⇠c and ⇠c̄, as shown in (2.37). Similarly, we have not

considered any @� or @? acting on �c, nor any @+ or @? on �c̄, as they are subdominant in �.

The absence of derivatives then excludes the possibility of collinear and anticollinear gluon fields

entering J µ⌫ through covariant derivatives. We cannot insert a gluon field strength (Gcµ⌫ or Gc̄µ⌫)

or a gauge covariant 4-vector field (2.23) between �c̄ and �c, as that would no longer correspond to

a hard qq̄ ! WW process. Therefore, gluon couplings can only be through the Wilson lines (2.20)

and (2.28), and the separate collinear and anticollinear gauge invariances tell us that they can

only appear through the gauge-invariant combinations �c and �c̄ defined in (2.40). While gauge

invariant, �c and �c̄ both transform under the common, global SU(3)C that they inherit from the

global part of the original SU(3)C. Since the W+W� state is a color singlet, the operator J µ⌫

must be a singlet under the global SU(3)C, which is why the index i is contracted in (2.45).

To ensure a well-defined power counting in every single step of the calculation, we have only kept

the leading, O(�0) arguments of the fields �c and �c̄ and of the function �µ⌫ in (2.45). Observe

that while the momenta p3 and p4 individually scale as ⇠ (1, 1, 1)M , their sum p3 + p4 scales

as ⇠ (1, 1,�)M ⇠ (1, 1, pvetoT ) because of the jet veto. Hence, the (p3+4)? arguments of �µ⌫ are

dismissed as subleading, O(�) e↵ects, while (p3+4)k and all components of p3�4 should be fully kept.

The scaling of p3+4 also tells us that, upon integrating the interaction term (2.44) over the whole
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SCET Lagrangian : 

spacetime, the exponential ei(p3+p

4

)·x in J oscillates rapidly in both x+ and x� directions with short

wavelengths of O(M�1), while slowly with long wavelengths of O(��1M�1) in the x? directions.

On the other hand, consisting only of Fourier modes scaling as ⇠ (1,�2,�)M , the collinear field

�c(x) varies slowly in the x� direction with a long wavelength of O(��2M�1) � M�1, while it

varies as fast as ei(p3+p

4

)·x in the x+ and x? directions. Thus, the variation of �c(x) in the x�

direction is a subleading, O(�2) e↵ect and must be discarded at the leading order in �. Similarly,

the variation of �c̄(x) in the x+ direction must be neglected.

The function [�µ⌫(t1, t2, p3+4k, p3�4, µ)]
�

↵

is a Wilson coe�cient that encodes the e↵ects of

guaranteed-o↵-shell modes with virtuality & µ that have been integrated out. So, �µ⌫ should be

first determined at µ ⇠ M by matching SCET amplitudes to the full-theory counterparts, where the

latter involves the s- and t-channel propagators with virtuality of O(M) as discussed above. This

matching calculation will be presented in Section 3.1.1. Once �µ⌫ is matched, we must integrate

out guaranteed-o↵-shell modes with virtuality between O(M) and O(pvetoT ) before we calculate the

cross section using the interaction (2.44), because the actual scale of virtuality of our process, that

is, the scale of virtuality of can-be-on-shell modes, is O(�M) ⇠ pvetoT due to the jet veto. This is

the step that resums the large logarithms ⇠ log(M/pvetoT ), which will be discussed in Section 3.1.2.

�µ⌫ as a matrix in the spinor space can actually have only one nonzero component. This can be

made obvious by spanning the spinor space in terms of the eigenstates of the collinearness operator

C. Since the constraints (2.41) tell us that �c and �c̄ are eigenstates of C with eigenvalues +1 and

�1, respectively, only one entry of �µ⌫ that corresponds to those eigenvalues can be nonzero. To

locate this non-vanishing component in a basis independent way, we define two left-handed Weyl

spinors uc and uc̄ solving the constraints

Cuc = +uc , ucu
†
c = �+ ,

Cuc̄ = �uc̄ , uc̄u
†
c̄ = �� .

(2.46)

These conditions completely determine uc and uc̄ up to overall phases. Then, since uc and uc̄ satisfy

the same constraints as �c and �c̄ of the form (2.41), the product uc
↵

u�c̄ is nonzero precisely for

the ↵ and � for which [�µ⌫ ] �

↵

can be nonzero. We therefore write �µ⌫ as
⇥
�µ⌫(t1, t2, p3+4k, p3�4, µ)

⇤
�

↵

= Cµ⌫(t1, t2, p3+4k, p3�4, µ)�
�

↵

, (2.47)

where

� �

↵

⌘ uc
↵

u�c̄ . (2.48)

Therefore, we just need to match one number, Cµ⌫(t1, t2, p3+4k, p3�4, µ). Needless to say, this non-

vanishing component of � is picking up the on-shell, physical polarizations of the initial collinear

and anticollinear quarks. The remaining polarizations are always o↵-shell and hence do not appear

in the SCET.

2.3 Factorization and the Emergence of the Parton Picture

2.3.1 Factorization of Matrix Elements

To calculate the cross section for the process p(P1) + p(P2) ! W+(p3, s3) + W�(p4, s4) + X, we

need to evaluate the matrix element

Jµ⌫

X

(x, P1, P2, p3, p4) ⌘ ⌦
X

��J µ⌫(x)
��p(P1) p(P2)

↵
, (2.49)
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spacetime, the exponential ei(p3+p

4
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�

↵

is a Wilson coe�cient that encodes the e↵ects of

guaranteed-o↵-shell modes with virtuality & µ that have been integrated out. So, �µ⌫ should be

first determined at µ ⇠ M by matching SCET amplitudes to the full-theory counterparts, where the
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cross section using the interaction (2.44), because the actual scale of virtuality of our process, that

is, the scale of virtuality of can-be-on-shell modes, is O(�M) ⇠ pvetoT due to the jet veto. This is

the step that resums the large logarithms ⇠ log(M/pvetoT ), which will be discussed in Section 3.1.2.

�µ⌫ as a matrix in the spinor space can actually have only one nonzero component. This can be
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C. Since the constraints (2.41) tell us that �c and �c̄ are eigenstates of C with eigenvalues +1 and

�1, respectively, only one entry of �µ⌫ that corresponds to those eigenvalues can be nonzero. To

locate this non-vanishing component in a basis independent way, we define two left-handed Weyl

spinors uc and uc̄ solving the constraints

Cuc = +uc , ucu
†
c = �+ ,

Cuc̄ = �uc̄ , uc̄u
†
c̄ = �� .

(2.46)

These conditions completely determine uc and uc̄ up to overall phases. Then, since uc and uc̄ satisfy

the same constraints as �c and �c̄ of the form (2.41), the product uc
↵

u�c̄ is nonzero precisely for

the ↵ and � for which [�µ⌫ ] �

↵

can be nonzero. We therefore write �µ⌫ as
⇥
�µ⌫(t1, t2, p3+4k, p3�4, µ)

⇤
�

↵

= Cµ⌫(t1, t2, p3+4k, p3�4, µ)�
�

↵

, (2.47)

where

� �

↵

⌘ uc
↵

u�c̄ . (2.48)

Therefore, we just need to match one number, Cµ⌫(t1, t2, p3+4k, p3�4, µ). Needless to say, this non-

vanishing component of � is picking up the on-shell, physical polarizations of the initial collinear

and anticollinear quarks. The remaining polarizations are always o↵-shell and hence do not appear

in the SCET.

2.3 Factorization and the Emergence of the Parton Picture

2.3.1 Factorization of Matrix Elements

To calculate the cross section for the process p(P1) + p(P2) ! W+(p3, s3) + W�(p4, s4) + X, we

need to evaluate the matrix element

Jµ⌫

X

(x, P1, P2, p3, p4) ⌘ ⌦
X

��J µ⌫(x)
��p(P1) p(P2)

↵
, (2.49)
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where dependences on the proton spins are implicit. It is also understood that the fields inside

J µ⌫(x) are time-ordered and that Jµ⌫

X

is only the connected part of the matrix element. Substi-

tuting (2.45) for J µ⌫(x) together with (2.47), we get

Jµ⌫

X

(x, P1, P2, p3, p4)

=

Z
dt1 dt2C

µ⌫(t1, t2, p3+4k, p3�4, µf)
⌦
X

���i↵

c̄ (x�+ t2, ~x?) � �

↵

�c
i�

(x++ t1, ~x?)
��p(P1) p(P2)

↵
,

(2.50)

where the Wilson coe�cient Cµ⌫ is now evaluated at the scale µ = µf ⇠ pvetoT , because the actual

scale of virtuality in the process in question is O(�M) ⇠ pvetoT , as we already noted above.

Now, since �c can only create collinear states and �c̄ only anticollinear states, and also since

the remnants of the colliding protons are collinear or anticollinear, the hadronic state
��X

↵
must be

composed of only collinear and anticollinear states, i.e.,
��X

↵
=

��Xc̄Xc

↵
, (2.51)

where
��Xc

↵
consists only of collinear particles, and

��Xc̄

↵
only of anticollinear particles. For the

initial state, we let P1 be collinear and P2 anticollinear by definition and without loss of generality,

so �c and �c̄ must act on
��p(P1)

↵
and

��p(P2)
↵
, respectively. Moreover, we cannot form a gluon loop

connecting �c and �c̄, because �c can only emit collinear gluons and �c̄ only anticollinear gluons,

as they are charged under separate gauge groups as discussed in Section 2.1.5. Therefore, we have
⌦
X

���i↵

c̄ (x�+ t2, ~x?) � �

↵

�c
i�

(x++ t1, ~x?)
��p(P1) p(P2)

↵

=
⌦
Xc̄

���i↵

c̄ (x�+ t2, ~x?)
��p(P2)

↵
� �

↵

⌦
Xc

���c
i�

(x++ t1, ~x?)
��p(P1)

↵
.

(2.52)

Using the momentum operator to relocate the fields �c̄ and �c to the same point x, this becomes

= e�ip
2�t

2 e�ip
1+

t

1

⌦
Xc̄

���i↵

c̄ (x�, ~x?)
��p(P2)

↵
� �

↵

⌦
Xc

���c
i�

(x+, ~x?)
��p(P1)

↵
, (2.53)

where

p1+ ⌘ (P1 � P
X

c

)+ , p2� ⌘ (P2 � P
X

c̄

)� (2.54)

with P
X

c

and P
X

c̄

being the 4-momenta of the states
��Xc

↵
and

��Xc̄

↵
, respectively. By unpacking

� �

↵

using (2.48), the matrix element (2.53) becomes

= e�ip
2�t

2 e�ip
1+

t

1

⌦
Xc̄

���i

c̄(x
�, ~x?)uc

��p(P2)
↵ ⌦

Xc

��uc̄ �c
i

(x+, ~x?)
��p(P1)

↵
, (2.55)

where the spinor indices are now implicit and just contracted within each bra-ket. Therefore, we

obtain

Jµ⌫

X

(x, P1, P2, p3, p4)

=
⌦
Xc̄

���i

c̄(x
�, ~x?)uc

��p(P2)
↵ ⌦

Xc

��uc̄ �c
i

(x+, ~x?)
��p(P1)

↵
C̃µ⌫(p1+, p2�, p3+4k, p3�4, µf) ,

(2.56)

where

C̃µ⌫(p1+, p2�, p3+4k, p3�4, µf) ⌘
Z
dt1 dt2 e

�ip
1+

t

1 e�ip
2�t

2 Cµ⌫(t1, t2, p3+4k, p3�4, µf) . (2.57)

The matrix element (2.56) is now manifestly factorized, i.e., we can separately compute the hard

matrix element (i.e., the C̃ function), the purely collinear matrix element (the one with
��Xc

↵
), and

the purely anticollinear matrix element (the one with
��Xc̄

↵
). The only subtlety here is that the

individual matrix elements have rapidity divergences and display collinear anomalies, all of which

must cancel out. We will analyze this subtlety in Section 3.2.1
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Consistent power counting ⇒ Multipole expansion
(∂+ , ∂- , ∂⊥) ≈ (1, λ2, λ )    

Cross-section σ ∝ J(x) J(0) ei(p3+p4).x   factorizes
2

Wilson Coefficients Beam functions collinear anomaly
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Wilson Coefficients  

Matching full theory (QCD) to SCET operators at a hard scale μh

QCD SCET
No UV poles 

IR poles : ε-2 , ε-1
Scaleless integrals ⇒ 0  

UV poles = IR poles : ε-2 , ε-1

One loop Wilson coefficients ⟹ Full QCD diagrams with IR             
                poles interpreted as UV poles 

Choose μh2 ≈ M2 to minimize log[M2/μh2 ]  at matching.   

Then use RGE to run to a low energy scale μ .
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SCET : Calculations
Beam Functions 

Generalization of PDFs for less inclusive observables like jet-veto



SCET : Calculations
Beam Functions 

Generalization of PDFs for less inclusive observables like jet-veto

1 Introduction

• What is Parton Distribution Function (PDF) ?
Without alluding to the parton model description, we give the operator definition of
quark PDF in the SCET formalism (which is literally identical to the QCD operator
definition) :

�

q/N

n

(⇠, µ) =
1

2⇡

Z
dt e�i⇠tn̄·P

X

Xn

hN(P )| �̄(0)I(tn̄) |X
n

i /n̄
2
hX

n

|�(0)I(0) |N(P )i (1.1)

where the sum is over the collinear states |X
n

i and

�(x) = W

†(x)
/

n

/

n̄

4
 (x) (1.2)

Here, W (x) is a Wilson line requires to make the PDF gauge invariant while  (x) is the
QCD quark field. Since the summation is over a complete set, it is often omitted in the
literature but we wish to keep it in order to make connection to the beam functions.
In the above expression, spin averaging is implicitly understood.

If one writes down the quark field operators in terms of creation and destruction op-
erators, it can be verified that the above expression is equivalent to the quark number
operator evaluated between the nucleonic states, with the transverse momenta of the
quark integrated over [1], thus giving the PDFs the interpretation of probability den-
sities.

An illustrative way to make connection to the parton model is to calculate the expec-
tation value of operator in Eq. (1.1), but with external states carrying a momentum
fraction ⇠0 of the total nucleon momentum P , instead of taking the external states to
be nucleon itself. If the parton model interpretation is indeed correct, we should expect
the result to yield a delta function of the form �(⇠ � ⇠

0) at LO. Note that in Eq. (1.1),
it is implicitly assumed that disconnected diagrams have been subtracted so that the
only parton state |X

n

i that contributes at LO is the vacuum state.

�

q/q⇠0
n
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�

|q(⇠0P )i
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1
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Z
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2
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dt e�it⇠P

�
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� 1

2
Tr
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n̄
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�
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2P� Tr
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2
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�
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⇠

0 )

(1.3)

where, ⇠ has support between 0 and 1 since 0 < ⇠

0
< 1.

1

PDF  :        Xn  is all collinear final states 
Jet-veto beam functions : Xn  is all collinear final states    
        satisfying jet-veto condition 

Renormalization of PDFs : 
Scaleless integrals  in DR                                                                          
⇒ UV divergence = IR divergence (DGLAP=splitting functions)

Renormalization of Beam functions : 
OPE on to PDFs 
DR not sufficient : need rapidity regulators 
Dependence on ν ⇒ Collinear anomaly term



Results for WW+0 jet 
production at the LHC

P. J. and T. Okui, An Explanation of the WW Excess at the LHC by Jet-
Veto Resummation, [arXiv:1407.4537].



Power Counting parameter in SCET :  λ = pTveto/M 
All calculations at LO in SCET power counting.  

SCET resums pieces singular in the λ→0 limit  (i.e.  logn λ) 

 Corrections beyond the singular pieces : Power Corrections       
☛  Add them at the end if the full NLO result is known.          
☛ (Power Corrections) = NLO - (Singular pieces of NLO)

How to count

Power Corrections



αs  Counting in Resummed Perturbation Theory  

 Count   log[ (pTveto)2/M2 ]    as  1/αs  

NLL : Keep terms up to O(1)                                                
NNLL : Keep terms up to O(αs)     

How to count

Evolution 
e[1/αs + 1 + αs + …] 

(2/3 loops)
Matching coefficient  

1+ αs + … (1 loop)

Beam functions  
1+ αs + … (1 loop)

Collinear anomaly 
e[1+ αs + …] (2 loops)

All ingredients already known in the literature.  



NLL and NNLL Results for qq̅➞WW+0 jet

μh2 ≈ -M2 μh2 ≈ M2 

μf ≈ pT
veto 

Scale uncertainty : 
Vary μf and μh by 
factors of 1/2 and 2. 
anti-kT jets (R=0.4)  

π2 Resummation : 
!
 log[ -M2/μh2 ] give 
factors of π2  when 
squared if  μh2 > 0.  
!
Better choice : μh2 ≈ -M2



Consistency Checks and Power Corrections
Recall : SCET resums terms singular in pTveto/M →0 

Power corrections suppressed by powers of pTveto/M. Found to 
be less than 1%. 
Consistency Check : For small pTveto, NNLL cross-section 
expanded to O(αs) should match fixed-order NLO calculations. 

✔ Good agreement between our resummed results expanded 
to O(αs) and MCFM for qq̅➞WW at NLO in the 0-jet bin for 
small pTveto. 



NNLL+NLO Results

Beyond NLO : Besides logarithm terms e.g. αs2 L4 ,           
jet-clustering dependence : 



Comparison with MC+Parton Showers
( Includes LO gg contribution assuming 100% of them pass jet-veto ) 

WW+0/1/2 jet matched :                                
LO Madgraph5 + Pythia6

MC@NLO + 
Herwig6

Powheg v1 + 
Pythia6

Jet algorithm : anti-kT, R=0.4 
CTEQ6L for LO MC, CT10nlo for NLO MC,  

MSTW08nnlo for NNLL+NLO



Comparison with LHC data



Similar Calculations
[arXiv:1407.4481] Transverse momentum resummation for 
WW : Patrick Meade, Harikrishnan Ramani, Mao Zeng  

3-7% reduction in discrepancy. (similar to our results without π2 
resummation) 

[arXiv:1410.4745] NNLL+NNLO extrapolation from Drell-Yan 
Pier Francesco Monni, Giulia Zanderighi 

[arXiv:1412.8408] Automated NNLL+NLO : T. Becher, R . Frederix, 
M. Neubert and L. Rothenier 

Consistent with our result (without π2 resummation) 

[arXiv:1408.5243] NNLO for WW : Gehrmann et al 

Increase of 7% consistent (NNLO effects accounted by π2 
resummation)



New CMS 8 TeV result with full data set
Reweighted MC using the `correct’ pT distribution of 
the W-pair.    [following procedure outlined in arXiv:1407.4481]  
Theory NNLO prediction : 
Observed :  

9

Table 2: Signal efficiency for the four event categories used in the pp ! W+W� cross section
measurement. The values reported are a product of the detector geometrical acceptance and
the object reconstruction and event identification efficiency. The statistical uncertainty is from
the limited size of the MC samples.

Event category Signal efficiency (%)

0-jet category Different-flavor 3.02 ± 0.02 (stat.) ± 0.22 (syst.)
Same-flavor 1.21 ± 0.01 (stat.) ± 0.09 (syst.)

1-jet category Different-flavor 0.96 ± 0.01 (stat.) ± 0.11 (syst.)
Same-flavor 0.34 ± 0.01 (stat.) ± 0.04 (syst.)

The cross section is measured separately in events with same- and different-flavor leptons, and
in events with exclusively zero or one reconstructed and identified jets. The four event cate-
gories are combined by performing a profile likelihood fit to the data following the statistical
methodology described in [43, 44]. Systematic uncertainties are incorporated in the analysis
via nuisance parameters that are treated according to the frequentist paradigm. Table 3 lists the
observed number of events and expected signal and background yields in each category.

Table 3: Data, signal and background yields for the four different event categories used for
the pp ! W+W� cross section measurement. The reported uncertainties include both the
statistical and systematic components.

Process 0-jet category 1-jet category
Different-flavor Same-flavor Different-flavor Same-flavor

qq ! W+W� 3516 ± 271 1390 ± 109 1113 ± 137 386 ± 49
gg ! W+W� 162 ± 50 91 ± 28 62 ± 19 27 ± 9
W+W� 3678 ± 276 1481 ± 113 1174 ± 139 413 ± 50
ZZ + WZ 84 ± 10 89 ± 11 86 ± 4 42 ± 2
VVV 33 ± 17 17 ± 9 28 ± 14 14 ± 7
Top-quark 522 ± 83 248 ± 26 1398 ± 156 562 ± 128
Z/g⇤! `+`� 38 ± 4 141 ± 63 136 ± 14 65 ± 33
Wg⇤ 54 ± 22 12 ± 5 18 ± 8 3 ± 2
Wg 54 ± 20 20 ± 8 36 ± 14 9 ± 6
W + jets(e) 189 ± 68 46 ± 17 114 ± 41 16 ± 6
W + jets(µ) 81 ± 40 19 ± 9 63 ± 30 17 ± 8
Higgs 125 ± 25 53 ± 11 75 ± 22 22 ± 7
Total bkg. 1179 ± 123 643 ± 73 1954 ± 168 749 ± 133
W+W� + Total bkg. 4857 ± 302 2124 ± 134 3128 ± 217 1162 ± 142
Data 4847 2233 3114 1198

The distributions of the leading lepton pT, p`T, max; the pT of the dilepton system, p``T ; the dilep-
ton invariant mass, m``; and the azimuthal angle between the two leptons, Df``, are shown in
Figs. 1 and 2 for the 0-jet and 1-jet categories.

The data sample corresponds to an integrated luminosity of L = 19.4 ± 0.5 fb�1. The W+W�
production cross section in pp collision data at

p
s = 8 TeV is measured in the individual

channels as shown in Table 4.

The experimental and theoretical uncertainties on the event selection as well as the uncertainty
on the integrated luminosity are reported separately. The combined result is measured to be:

sW+W� = 60.1 ± 0.9 (stat.) ± 3.2 (exp.) ± 3.1 (th.) ± 1.6 (lum.) pb. (2)

The result is within one standard deviation of the NNLO theoretical prediction of 59.8+1.3
�1.1 pb [4].
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Complex scales  
and  

scale uncertainties 

P. J., A New Perspective on Scale Uncertainties, [arXiv:1411.0677].



Origin of Complex Scales

Logarithms in Wilson coefficient, C(μ) :

[TBD] A New Perspective on Scale Uncertainties for Diboson Processes

Prerit Jaiswal
Department of Physics, Florida State University,

Tallahassee, FL 32306, USA

and

Department of Physics, Syracuse University,

Syracuse, NY 13244, USA

The electroweak diboson production cross-sections are known to receive large radiative corrections
beyond leading-order (LO), approaching up to ⇠ 60% at next-to-leading order (NLO), compared to
the scale uncertainties which are in the range 1-5% at LO. If the scale uncertainties are assumed to
be correct, the NLO predictions are as much as ⇠ 30� away from their LO counterpart suggesting
a very poor convergence of the perturbation theory. In this paper, we show that there is a second
source of scale uncertainty which has not been considered in the literature, namely the complex
phase of the scales, which can lead to large perturbative corrections. Using the formalism of soft-
collinear e↵ective theory, we resum these large contributions from the complex phase, finding that
the scale uncertainties are grossly underestimated at LO using traditional approaches. Even at NLO,
we find that the scale uncertainties are marginally higher than previously estimated, depending on
the choice of scale. Using our method of scale variation, the compatibility of LO and NLO results
within the scale uncertainties is vastly improved so that the perturbation theory can be relied upon.
This method can be easily extended to beyond NLO calculations as well as other LHC processes.

I. INTRODUCTION

A precise understanding of the electroweak gauge bo-
son pair-production at the LHC is critical for several rea-
sons. First and foremost, many of the diboson processes
are dominant backgrounds to Higgs production and its
subsequent decays to Standard Model (SM) particles. A
good understanding of the diboson background is there-
fore crucial in the measurement of the Higgs couplings
to the SM particles. Secondly, diboson processes consti-
tute an important test for the electroweak sector. And
finally, diboson processes are often backgrounds to many
new physics processes, making it challenging to distin-
guish one from the other.

In this paper, we focus on heavy electroweak vector bo-
son pair-production channels, W+

W

�, ZZ and W

±
Z,

owing to their similar kinematics. The cross-sections
measured by the ATLAS [1–6] and the CMS [7–11] collab-
orations in these channels at

p
s = 7 TeV and 8 TeV LHC

runs are compatible with the theory predictions within
2�. Three measurements where the discrepancy exceeds
1� level are the W

±
Z measurements by CMS and the

W

+
W

� measurements by both ATLAS and CMS col-
laborations. The discrepancy in the WW channel is par-
ticularly compelling given that both ATLAS and CMS
experiments observe an excess of ⇠ 20% over the SM the-
ory prediction, which has fueled speculations that new
physics could be hiding in the W

+
W

� measurements
[12–19]. In order to test the possibility of new physics
mimicking the SM background, a precise theoretical un-
derstanding of the higher-order corrections to the SM
diboson production is essential.

The study of higher-order corrections to diboson pro-
duction has a long history, with the first NLO QCD cor-
rections to W

+
W

�, ZZ and W

±
Z channels computed in

[20, 21], [22, 23] and [24], respectively. Leptonic decays

of dibosons without spin-correlations was studied in [25].
One-loop helicity amplitudes for leptonic decays of vector
boson pair were computed in [26], allowing for complete
NLO computation in [27, 28]. TheW+

W

� and ZZ cross-
sections also receive contributions from the gluon-fusion
channel, which although formally NNLO, can be signif-
icant owing to large gluon parton distribution functions
(PDFs) at the LHC. These corrections were calculated in
[29, 30] with the corresponding leptonic decays included
in [31–35]. The complete NLO calculations including lep-
tonic decays, spin-correlations and gluon-fusion contribu-
tions, for all diboson channels, was presented in [36]. Re-
cently, electroweak calculations have also been considered
For W pair-production [37, 38], and for ZZ and W

±
Z

production [39, 40]. NLO QCD corrections to W

+
W

�

and ZZ production with one jet have been computed
in [41–43] and [44], respectively, while W

+
W

� + 2 jets
calculations were considered in [45, 46]. Transverse mo-
mentum resummation e↵ects in diboson production have
been studied in [47–49], while a jet-veto study forW+

W

�

channel was presented in [50]. The threshold corrections
arising from soft-gluon resummation were calculated in
[51, 52]. Finally, the NNLO QCD corrections to W

+
W

�

and ZZ have been recently computed in [53] and [54].

Every higher order QCD calculation discussed
above includes powers of logarithms of the form
log

⇥
(�M

2 � i0+)/µ2
⇤
where M is the invariant mass of

the diboson system and µ is the factorization scale, which
is also the scale at which the PDFs are evaluated. Given
that µ dependence of the cross-sections is primarily con-
trolled by the logarithmic terms, µ ⇠ M seems to be
a reasonable choice to minimize the higher order cor-
rections. Further, given that physical observables are
µ-independent, one can estimate scale uncertainty in the
cross-sections by varying µ. The scale uncertainties in di-
boson invariant mass distributions at LO and NLO shown

Matching of SCET to QCD at μ = μh 
Choice of μh?       μh = M  minimizes logs…. 
….except that branch cut ⇒ - i π factors so that double logs produce 
π2 factors. 
 Motivates choice of μh in the complex μ2 -plane, e.g.  μh2 ≈ -M2

p p → V V’   , where V ∈ { W, Z}
 Factorized cross sections :

PDFs Soft FunctionWilson Coefficient
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problem: the hard scale, µh and the factorization scale,
µf.4 Given that µh is complex-valued, the RG evolu-
tion of the hard coe�cients can be realized as a two
step process, C(µh) ! C(|µh|) ! C(µf). In this pa-
per, we will consider inclusive cross-sections so that it
is reasonable to set µf = |µh| ⌘ µ. For less inclusive
measurements, such as imposing jet-veto [50], we have
µf 6= |µh| so that the evolution C(|µh|) ! C(µf) must
also be considered. Nevertheless, the first RG running,
C(µh) ! C(|µh|) essentially decouples from the second
RG running, C(|µh|) ! C(µf), so that our analysis can
be trivially extended to less-inclusive measurements.

Let us define µ ⌘ µf = |µh| and µ

2
h = µ2

e

i⇥, where ⇥ 2
(�⇡,⇡) is the complex phase angle. In the last section,
we showed that the logarithms L

M

(µh) present in the
hard matching coe�cient are minimized for µ = M and
⇥ = �⇡ + 0+. While the e↵ective field theory dictates
the choice of the hard matching scale to be the scale of
the hard interaction, there is nonetheless an ambiguity
associated with the choice of the hard scale parameters,
µ and ⇥, since the contribution of non-logarithmic terms
in Eq. (4) maybe sizable. On the other hand, total cross-
section, being a physical observable, is independent of the
choice of matching scale. Therefore, this ambiguity in the
choice of matching scale parameters should be reflected
as scale uncertainty in the theory prediction.

Variation of the hard scale in the complex µ

2-plane is
shown in Fig. 2, where the shaded annulus corresponds to
the region M/2 < µ < 2M and �⇡ < ⇥ < ⇡. If the non-
logarithmic terms in Eq. (4) were completely dominant
over the logarithmic ones, there would be no preferred
value of ⇥. On the other extreme, if logarithmic terms
were completely dominant, ⇥ = �⇡ + 0+ would be the
ideal choice. Numerically, for the diboson processes, we
find that ⇡

2 terms arising from the logarithms account
for nearly a half of the total NLO corrections, so that the
situation is somewhere in between. With these consid-
erations in mind, to estimate the scale uncertainties for
diboson processes, we select the region �⇡ < ⇥ < 0 as
indicated by the green hatched region in Fig. 2. This is
to be contrasted with the fixed-order calculations which
have ⇥ = 0 on one hand, and ⇡

2-resummation calcula-
tions which select ⇥ = �⇡ + 0+ on the other hand.

For the process qq̄

0 ! V V

0, the scale dependence of
the hard coe�cients in Eq. (3) follows from that of the
Wilson coe�cients, which in turn satisfy the following
RG equation :

µ

dC̃µ⌫(µ)

dµ
=

✓
�cusp
F L

M

(µ) + 2�F

◆
C̃

µ⌫(µ) (5)

4 More generally, one can consider a soft scale µs ⇠ ⇤QCD but we
assume that the evolution from µ = µs to µ = µf is accounted
by the PDF running. This is true when the ‘threshold correc-
tions’ from soft-emissions are small, which has been shown for
the diboson processes [51, 52].

Im(μ2)

Re(μ2)0

FIG. 2: Variation of the hard scale µh is shown in the complex
µ2-plane with a branch cut along the negative real axis. The
orange shaded region satisfies M/2 < |µh| < 2M but only the
hatched region of the annulus is considered for scale variation.

where �cusp
F is the cusp-anomalous dimension which re-

sums double logarithms while �F is the anomalous dimen-
sion which resums single logarithms. Both �cusp

F and �F

implicitly depend on µ through ↵

s

. The anomalous di-
mensions appearing in the RG equation above are univer-
sal for class of processes which have colorless final states
(not counting emissions from initial state quarks), and
therefore identical for all diboson production processes
and Drell-Yan.
A subtlety that emerges from the RG running between

the scales µh and µf is that the strong coupling ↵

s

(µ)
must now be defined in the complex µ

2-plane with a
branch cut along the negative real axis. As long as
the contours of integration are su�ciently away from
the Landau pole in the complex µ

2-plane, ↵
s

(µ) is well-
defined along such contours. Using the definition of QCD
beta function �(↵

s

) and performing contour integration,
a particularly useful result can be obtained [59] :

Z
↵s(µh)

↵s(µ)

d↵
s

�(↵
s

)
=

i⇥

2
(6)

For the purpose of power counting in ↵

s

, we shall treat
|⇥| ⇠ O(↵�1

s

) although numerically ⇥ can also be zero.
Eq. (6) allows us to compute the complex couplings
↵

s

(µh) in terms of the real couplings ↵

s

(µ), where the
latter can be computed in a standard way. At NLO, we
have the following relation :

↵

s

(µ)

↵

s

(µh)
= 1 + ia(µ)

⇥

⇡

+
↵

s

(µ)

4⇡

�1

�0
log


1 + ia(µ)

⇥

⇡

�
+O(↵2

s

)

(7)

where a(µ) = �0↵s

(µ)/4 and �0 = 11/3C
A

� 4/3T
F

n

f

with C

A

= 4, T

F

= 1/2 and n

f

is the active number
of flavors which we take to be five. Numerically, since

Large logs from Complex Scales
Logarithms in Wilson coefficient, C(μ) :
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The electroweak diboson production cross-sections are known to receive large radiative corrections
beyond leading-order (LO), approaching up to ⇠ 60% at next-to-leading order (NLO), compared to
the scale uncertainties which are in the range 1-5% at LO. If the scale uncertainties are assumed to
be correct, the NLO predictions are as much as ⇠ 30� away from their LO counterpart suggesting
a very poor convergence of the perturbation theory. In this paper, we show that there is a second
source of scale uncertainty which has not been considered in the literature, namely the complex
phase of the scales, which can lead to large perturbative corrections. Using the formalism of soft-
collinear e↵ective theory, we resum these large contributions from the complex phase, finding that
the scale uncertainties are grossly underestimated at LO using traditional approaches. Even at NLO,
we find that the scale uncertainties are marginally higher than previously estimated, depending on
the choice of scale. Using our method of scale variation, the compatibility of LO and NLO results
within the scale uncertainties is vastly improved so that the perturbation theory can be relied upon.
This method can be easily extended to beyond NLO calculations as well as other LHC processes.

I. INTRODUCTION

A precise understanding of the electroweak gauge bo-
son pair-production at the LHC is critical for several rea-
sons. First and foremost, many of the diboson processes
are dominant backgrounds to Higgs production and its
subsequent decays to Standard Model (SM) particles. A
good understanding of the diboson background is there-
fore crucial in the measurement of the Higgs couplings
to the SM particles. Secondly, diboson processes consti-
tute an important test for the electroweak sector. And
finally, diboson processes are often backgrounds to many
new physics processes, making it challenging to distin-
guish one from the other.

In this paper, we focus on heavy electroweak vector bo-
son pair-production channels, W+

W

�, ZZ and W

±
Z,

owing to their similar kinematics. The cross-sections
measured by the ATLAS [1–6] and the CMS [7–11] collab-
orations in these channels at

p
s = 7 TeV and 8 TeV LHC

runs are compatible with the theory predictions within
2�. Three measurements where the discrepancy exceeds
1� level are the W

±
Z measurements by CMS and the

W

+
W

� measurements by both ATLAS and CMS col-
laborations. The discrepancy in the WW channel is par-
ticularly compelling given that both ATLAS and CMS
experiments observe an excess of ⇠ 20% over the SM the-
ory prediction, which has fueled speculations that new
physics could be hiding in the W

+
W

� measurements
[12–19]. In order to test the possibility of new physics
mimicking the SM background, a precise theoretical un-
derstanding of the higher-order corrections to the SM
diboson production is essential.

The study of higher-order corrections to diboson pro-
duction has a long history, with the first NLO QCD cor-
rections to W

+
W

�, ZZ and W

±
Z channels computed in

[20, 21], [22, 23] and [24], respectively. Leptonic decays

of dibosons without spin-correlations was studied in [25].
One-loop helicity amplitudes for leptonic decays of vector
boson pair were computed in [26], allowing for complete
NLO computation in [27, 28]. TheW+

W

� and ZZ cross-
sections also receive contributions from the gluon-fusion
channel, which although formally NNLO, can be signif-
icant owing to large gluon parton distribution functions
(PDFs) at the LHC. These corrections were calculated in
[29, 30] with the corresponding leptonic decays included
in [31–35]. The complete NLO calculations including lep-
tonic decays, spin-correlations and gluon-fusion contribu-
tions, for all diboson channels, was presented in [36]. Re-
cently, electroweak calculations have also been considered
For W pair-production [37, 38], and for ZZ and W

±
Z

production [39, 40]. NLO QCD corrections to W

+
W

�

and ZZ production with one jet have been computed
in [41–43] and [44], respectively, while W

+
W

� + 2 jets
calculations were considered in [45, 46]. Transverse mo-
mentum resummation e↵ects in diboson production have
been studied in [47–49], while a jet-veto study forW+

W

�

channel was presented in [50]. The threshold corrections
arising from soft-gluon resummation were calculated in
[51, 52]. Finally, the NNLO QCD corrections to W

+
W

�

and ZZ have been recently computed in [53] and [54].

Every higher order QCD calculation discussed
above includes powers of logarithms of the form
log

⇥
(�M

2 � i0+)/µ2
⇤
where M is the invariant mass of

the diboson system and µ is the factorization scale, which
is also the scale at which the PDFs are evaluated. Given
that µ dependence of the cross-sections is primarily con-
trolled by the logarithmic terms, µ ⇠ M seems to be
a reasonable choice to minimize the higher order cor-
rections. Further, given that physical observables are
µ-independent, one can estimate scale uncertainty in the
cross-sections by varying µ. The scale uncertainties in di-
boson invariant mass distributions at LO and NLO shown

Matching scale μh2 complex-valued. 
But PDFs evaluated at factorization scales which are real :  μf2 ≈ M2 
Hierarchy of scales in the complex μ2 -plane  
⇒ Large Logs  log(μh2/μf2) 

Phase of μh2  : Θ 
log(μh2/μf2) = i Θ 
If Logs dominant :  Θ = ±π 
If non-Log terms dominant, no preferred value of Θ. 

RG equation for C(μ)  known  ⇒  Evolve from μh2→μf2 ⇒ Resum Θ terms. 

Vary   :  -π < Θ < π   similar to M/2 < |μh| < 2 M 



Scale Uncertainty

3-4 % increase in central value prediction w.r.t NLO (dynamic scale).    
Better estimate of scale uncertainty.   



Work in progress
pT resummation : allows to get distributions but misses jet-
clustering dependence  
Jet-veto resummation : allows precise calculation of cross-
section in 0-jet bin but not the distributions.  

     
Detailed comparison of pT resummation vs jet-veto 
resummation (with P. Meade and H. Ramani) 
Differential pT distributions in the zero-jet bin                 
(with T. Okui) 


